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Abstract

Randomized Controlled Trials (RCTSs) are the
gold standard for evaluating the effect of new
medical treatments. Treatments must pass
stringent regulatory conditions in order to be
approved for widespread use, yet even after
the regulatory barriers are crossed, real-world
challenges might arise: Who should get the
treatment? What is its true clinical utility?
Are there discrepancies in the treatment ef-
fectiveness across diverse and under-served
populations? We introduce two new objec-
tives for future clinical trials that integrate
regulatory constraints and treatment policy
value for both the entire population and under-
served populations, thus answering some of
the questions above in advance. Designed
to meet these objectives, we formulate RAN-
DOMIZE FIRST AUGMENT NEXT (RFAN), a
new framework for designing Phase III clini-
cal trials. Our framework consists of a stan-
dard randomized component followed by an
adaptive one, jointly meant to efficiently and
safely acquire and assign patients into treat-
ment arms during the trial. Then, we propose
strategies for implementing RFAN based on
causal, deep Bayesian active learning. Finally,
we empirically evaluate the performance of
our framework using synthetic and real-world
semi-synthetic datasets.
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1 INTRODUCTION

How will a patient respond to a new treatment? For
decades, randomized controlled trials (RCTs) have
been used for evaluating the effect of new treatments,
and are considered the gold standard for clinical ev-
idence of efficacy and safety. Specifically, Phase III
(pre-marketing) trials are typically RCTs designed to
evaluate the effectiveness of the new treatment com-
pared to a placebo or to a standard treatment, and
are the last and crucial step before gaining regulatory
approval for wide dissemination. After approval, Phase
IV studies (post-marketing surveillance) provide evi-
dence of the treatment’s effectiveness and safety on a
large scale in the actual target populations and under
the actual treatment policy{ﬂ However, waiting until
Phase IV to learn the full real-world implications of a
treatment might be too late, as by this point many pa-
tients will have been affected. A special concern arises
from the under-representation in RCTs of populations
such as women, ethnic groups, elderly patients, etc.,
collectively referred to as under-served groups. The dis-
crepancy between trial population and the population
who ultimately receives the treatment can significantly
affect the generalizability of the Phase III trial findings
and the effectiveness of care delivery for these popula-
tions. A major reason for the existence of these gaps
is the fact that currently trials are often designed so
as to maximize the chances of obtaining regulatory ap-
proval, and recruiting practices that are often deficient
in terms of demographic diversity (Food et al. |2020;
Schwartz et al.l [2023]). To facilitate reading, we provide
a glossary of key terms for clinical trials in Table

As an illustration of these challenges, consider the case

of warfarin, a widely used oral anticoagulant (Con-

1Policy here means which patients receive the treatment
and which do not.
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sortiuml, 2009; [Huynh, [2017)). Despite being used
for almost 70 years, warfarin dosing remains a sig-
nificant challenge for practitioners, primarily due to
the drug’s narrow therapeutic range and substantial
variability in individual responses. An incorrect dose
might lead to serious adverse outcomes. Although sev-
eral dose-optimization algorithms have been developed
and tested in RCTs, these studies were conducted pri-
marily in White and Asian populations (Asiimwe et al.|
2021} |Asiimwe and Pirmohamed) 2022)). Importantly,
there are key genetic differences that influence warfarin
response, making studies conducted in Whites/Asians
less applicable to many other populations. Yet clini-
cal practice guidelines for warfarin dosing have largely
been based on these RCTs. Recent years have seen
similar pressing challenges, with the emergence of the
COVID-19 pandemic (Zame et al.| [2020]). For instance,
Paxlovid (nirmatrelvir/ritonavir), an antiviral medica-
tion for COVID-19, still faces limited distribution due
to budget constraints (Pepperrell et al., 2022). Given
the variability in patient response (Najjar-Debbiny
et al., [2023)), identifying who will most benefit from
the treatment remains a critical question. Further
real-world examples can be found in Table

This paper seeks to formulate a new pre-marketing
trial design that bridges some of the gap between the
requirements of regulatory bodies and real-world de-
ployment concerns. The fundamental challenges we
address in this work are: (1) How can we conduct a
representative and fair yet regulatory-confirmed clinical
trial? (2) Can we anticipate the actual clinical utility
of a new treatment in a way that allows us to deliver a
better treatment policy immediately upon deployment?
We give an illustration of the challenges in Figure

We propose to address these challenges by introducing
Post-TrIAL MEAN BENEFIT (PTMB) and PosTt-
TrIAL FAIRNESS (PTF) as two new objectives for
clinical trials, incorporating both the conventional reg-
ulatory constraints and the estimated real-world perfor-
mance of a new treatment with a corresponding policy.
Unlike the typical Phase III goal that focuses on regu-
latory approval, PTMB also considers the performance
of the new treatment policy once deployed in the target
population, for example taking into account the pos-
sibility that the new treatment is nominally effective
but will have low overall impact. The PTF objective
considers the policy value for under-served groups.

To meet these objectives we propose RANDOMIZE FIRST
AUGMENT NEXT (RFAN) as a new framework for de-
signing Phase III clinical trials. The framework consists
of two stages: A randomized (passive) stage and an
augmented (active) stage. The randomized stage en-
sures compliance with regulatory standards. Then, in
the augmented stage, the information learned so far
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Figure 1: Two Phase III trials with different sam-
ple distributions, their impact on the resulting treat-
ment effect estimates (top), and on treatment policy at
Phase IV (bottom). Left: Confident treatment effect
estimates for the majority (M) subgroup with high
uncertainty for the minority groups (m), leading to un-
certain treatment policy at Phase IV. Right: While the
majority group still can safely benefit from the treat-
ment, better treatment estimates for minority groups
are estimated, leading to a beneficial treatment policy.

is iteratively leveraged for active patient recruitment
and treatment assignment. RFAN adaptively guides
who to recruit and which treatment arm to assign them
to, aiming at prioritizing the exploration of heteroge-
neous subgroups. Building on ideas from Causal-BALD
(Bayesian Active Learning by Disagreement) (Jesson
et al} 2021)), we further propose strategies for practi-
cal implementation. Finally, we empirically evaluate
realizations of our framework on synthetic data and
two semi-synthetic real-world datasets of warfarin and
COVID-19 patients, showing its potential impact.

Contributions: (1) We formulate two new objec-
tives, PTMB and PTF, that we believe align more
closely with the goals of post-marketing effectiveness
and fairness while incorporating regulatory compliance.
(2) We introduce RFAN, a new trial design frame-
work designed to lead to effective and fair treatment
policies for the target population while complying with
regulatory standards. We present a practical implemen-
tation of RFAN trials by adapting novel methods for
uncertainty estimation in ML. (3) We empirically eval-
uate RFAN on synthetic and semi-synthetic real-world
datasets and demonstrate its potential impact.

2 RELATED WORK

Adaptive designs The biostatistics community has
developed a large body of work on what is known as
adaptive designs (Stallard et al., |2014} Thall, 2021)).
In contrast to the static design of RCTs, an adaptive
clinical trial allows dynamic modification of different
aspects of its future trajectory, based on intermediate
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analyses, for better efficiency and ethics. This includes
modifications in the trial population, assignment rules,
and treatment options as the trial goes on. Notably,
major regulatory agencies in Europe and the US have
issued detailed guidelines on adaptive designs (Pall;
mann et al., [2018]). Consequently, adaptive designs
have received increased attention in recent years. Dom-
inant approaches are adaptive enrichment (Mehta et al.,
2009; Magnusson and Turnbull, 2013; [Simon and Si;
mon, [2013; [Wang and Hung], |2013; |Simon and Simon,
2018} (Ondra et al., [2019; |Thall, 2021} Stallard), |2023)
and adaptive signature designs (Freidlin and Simon)
2005 |[Freidlin et al., |2010; Mil |2017; [Zhang et al., 2017}
Bhattacharyya and Rai, [2019). However, these designs
are limited in their adaptivity and flexibility, as they
are restricted to a few pre-specified analysis time points.
Adaptive enrichment designs are also limited by the
number of pre-specified subgroups they can select be-
tween, which is typically two. Table [A.3] highlights
the distinct problem setting of our work compared to
adaptive trial designs.

Multi-Armed Bandits The setting of a clinical trial
is closely related to pure exploration problems in the
bandit literature. In pure exploration problems the
rewards of played arms are not the primary concern,
but rather the reward of the singular arm identified at
the end (Bubeck et al., [2009] 2011; |Chen et al., 2014
Degenne and Koolen! [2019)). This approach is studied in
Best Arm Identification problems, which aim to identify
the arm with the highest mean reward (e.g., |Audibert,
et al.| (2010))). In particular, an RCT can be viewed as
a purely-exploratory bandit problem aiming to find the
best arm for the entire population. Purely-exploratory
bandits seek to identify the best arm, but they do
not take into account patient-specific information, and
thus cannot lead to patient-specific policies including
policies that account for how under-served populations
respond to treatment. While best-arm identification
for contextual bandits has been studied recently, work
so far only optimizes for overall reward marginalized
over the entire distribution (Kato et all 2022), not
considering sub-populations or regulatory constraints.
See Appendix for details.

3 PROBLEM SETTING

Here we formalize the problem setting and present our
newly proposed objectives for clinical trials.

Patients, Treatments & Outcomes At each time
point ¢t € {1,...,T} of the experiment (with finite T
for practical feasibility), a pool of patients X, CXx
with each patient described by covariates x € X be-
comes eligible for enrollment in the experiment (for the
time being, we make no assumptions regarding how X,

evolves). Next, a particular patient z; € X, among this
pool is selected and enrolled in the experiment, and
they are assigned to one of two treatment arms w, € W
= {0,1}. Then, an outcome y; € Y € R is observed
immediately. Following the Neyman-Rubin potential
outcomes framework (Rubin) [1974), we assume that
outcomes are determined by two potential outcome
distributions Y°, Y € A())?, and we assume causal
consistency such that we observe y, ~ Y™*. We let
7(z) = E[Y! — Y°|z] be the conditional average treat-
ment effect (CATE) for patient z € X, and given a
patient distribution X € A(X), let 7 = E[Y! — YY)
be the average treatment effect (ATE). Let 1 € W*
be a treatment policy that maps patients’ covariates
to treatment assignments. The expected outcome un-
der a particular policy is known as the policy value,
defined as: V7™ := E;x wer(a)[Y]. We also denote
with Dy = {(@y,wy, yp }_, the dataset generated by
the entire enrollment and assignment process.

Experiment Designs The proposed trial design con-
sists of three functions: (i) an acquisition function «,
(ii) a hypothesis test 7, and (iii) a planning strategy p.
The acquisition function decides which patients are en-
rolled in the experiment and which treatment arms they
are assigned to: (zy,w;) ~ a(Dy, ;). The hypothesis
test decides whether a treatment effect was detected,
i.e. n(Dr) =1, or not detected, i.e. n(Dr) = 0. The
hypothesis test is typically strongly regulated and must
be passed for the treatment to obtain approval. Finally,
the planning strategy describes how to obtain a treat-
ment policy 7 for assigning patients to treatments given
the final experimental dataset: @ = p(Dr). We assume
that the resulting policy can only be deployed if a valid
hypothesis test with type-I error control confirms the
efficacy of the new treatment.

3.1 Objectives

Successful Conventional Trial The goal of a con-
ventional RCT can be phrased as:

MaXaeAyonaa  PDr~a{n(Pr) = 1|7 > 0}
subject to Ppr~af{n(Dr) =17 <0} <e¢,

where ¢ is a predefined error rate (significance level)
and Apon-adq is the set of non-adaptive acquisition func-
tions used in standard RCTs. The degrees of freedom
these usually afford are defining apriori inclusion and
exclusion criteria (e.g. age bracket, presence or absence
of specific comorbidities), and the randomization ratio
which is fixed but not always equal for each arm. Con-
ventional clinical trials primarily aim at assessing the
treatment’s efficacy and safety during the trial, detect-
ing a positive effect, and gaining regulatory approval.

We now introduce two new trial objectives. Our goal
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is to develop experiment designs « that attain strong
performance on these objectives.

Objective 1: Post-Trial Mean Benefit (PTMB)
We first consider the performance of a treatment policy
upon deployment. Denote V™ = E,x wor(z)[Y"]
the deployment-time value of a treatment policy m =
p(Dr), we have for acquisition function «:

PTMB(a) =
max, Epgeq [1(Dr) - V/P) + (1= n(Dr)V]

subject to Pp,a{n(Dr) =17 <0} <e. (1)

We denote by V? = E[Y?] the value of the control
policy, i.e. what we expect the patient outcomes to
be had the trial failed and the new treatment is not
deployed. Intuitively, for a potentially valuable treat-
ment, PTMB maximizes the estimated overall clinical
benefit of the new treatment compared to a standard
treatment within the target population (V™ —V?), had
the trial passed (n(Dr) = 1). For warfarin, this benefit
could mean a reduced risk of adverse events, such as
stroke or mortality.

Objective 2: Post-Trial Fairness (PTF) We fur-
ther modify Objective 1 to explicitly capture a notion of
fairness. In this work, by fairness we mean that a model
does not disproportionately harm a pre-specified group
of individuals defined by sensitive attributes such as
sex or race. Let s € S be sensitive attributes. Denote
the conditional policy value VY (Pr) _ Eymp(p) [Y 5]
and similarly V? = E[Y°|s]. Here, the goal will be to
find experiment designs leading to policies © with good
max-min fairness (Frauen et al., |2023):

PTF(a) =
max, minges Epgra [1(Dr) - VP + (1= n(Dr)VE
subject to Ppro{n(Dr)=1|7 <0} <e. (2)

In words, Objective 2 aims to maximize the worst-case
conditional policy value across sub-populations (e.g.,
across ethnic subgroups in the case of warfarin).

The novelty of our objectives lies in explicitly integrat-
ing both trial success and post-trial benefit into a single,
forward-looking formulation. In contrast, existing trial
designs focus primarily on maximizing trial success
(e.g., Type I error control) or, in some cases, consider
treatment effect-related measures separately. Table
compares the objectives of the existing adaptive trial
designs with ours. Globally optimizing and is
intractable due to the dependence of the policy on the
data obtained during the trial. Moreover, directly opti-
mizing would be opaque to regulatory bodies, forming
a formidable barrier to adoption. Instead, we next
propose a two-stage design striking a balance between

regulatory needs and achieving good performance on
the objectives.

4 RANDOMIZE FIRST AUGMENT
NEXT (RFAN)

We now introduce RFAN, a framework for designing
Phase III clinical trials specifically tailored to deliver
robust results on our proposed PTMB and PTF objec-
tives (Section . The trial procedure is outlined in
Algorithm [T] and illustrated in Figure Pl Our approach
has the following form:

a(éE‘thaMt) =

Uniform(X; x W) te {1,...,t*}
o/ (X, Dy, My) te{t*+1,...,T},

1(Pr) = 1(De+)

where M; is a model fitted to D; at each time step
t. This includes fitting a CATE estimator 7 to Dy
and deriving a treatment policy m = p(D;). RFAN
estimates two key quantities of interest: (i) the ATE,
estimated in the randomized stage (¢t < t*), addressing
regulatory and practical needs, and (ii) the CATE
function or the resulting treatment policy for the target
population, estimated in the augmented stage (t* <
t), depending on the exact setup we use (detailed in
Section . We note that the CATE and policy are
functions, not scalar quantities.

RFAN’s randomized stage is necessary to prove an error
bound, as codified in regulatory procedures. This can
be seen as a restriction of a conventional RCT to the
first ¢t* rounds, with a potential loss of statistical power,
to hopefully improve our objectives. The randomized
stage retains the strong correctness guarantees of a
standard RCT, including an upper bound on its error
rate (¢). This structured separation ensures that any
regulatory-mandated guarantees remain intact, while
the augmented stage serves as an empirical extension
that optimizes treatment policies under real-world con-
siderations. For example, running an RFAN trial for
warfarin could yield significant benefits by providing im-
proved treatment policy for the population (Ma et al.)
2022), and giving practical insights on subpopulations
that might benefit more than others.

We next propose possible practical realizations of RFAN
through the selection of the acquisition function o’
(Section {4.1)) and the switching point ¢* (Section |4.2)).

4.1 Selection of Acquisition Function

We propose using active learning to enroll patients
for whom we have the greatest uncertainty into the



Omer Noy Klein, Alihan Hiiyiik, Ron Shamir, Uri Shalit, Mihaela van der Schaar

Randomized Stage Augmented Stage

o
)0
0

- o o , 4
U B .8 @ a

o
0.
o)
o
O

3 —14»@

Q Q
222} o @

'\ o
v

*

n

Do

Trial Density

Patient covariates x Patient covariates x

Figure 2: RFAN timeline. t* and o are free parameters.
The randomized stage establishes a standard regulatory
objective (), and the augmented stage actively refines
a treatment policy 7, jointly addressing our objectives.

trial and to assign them to treatment arms. In ac-
tive learning for treatment effect estimation, a model
is trained using existing labeled data that contains
patient covariates, assigned treatments, and observed
outcomes. Then, an acquisition function is used to
assess the informativeness of new samples from data
comprised of only covariates and treatments. After ac-
quiring the most informative samples, their outcomes
are observed, subsequently leading to model retraining
and evaluation. We use Bayesian Active Learning by
Disagreement (BALD) (Houlsby et al.l|2011]), which has
been shown to be effective when deep learning methods
are used. In the Bayesian active learning setup we are
given an unlabeled dataset Dpool = {;};25”, a labeled
training set Divain = {24, ¥i }io™, a Bayesian model
M with parameters w ~ p(w|Dirain) and predictions
p(y|z, w, Dirain). An oracle provides us with the out-
comes y for any data point in Dpe01. At each step a
batch of data {z}}’_; is chosen from Dpco using an
acquisition function a and the model is retrained. The
choice of a Bayesian adaptive approach aligns with ex-
tensive existing literature on adaptive clinical trials, as
it enables iterative learning under uncertainty and dy-
namic trial adaptations (Berry et al.l [2010; Williamson
et al., 2017; [Thall, |2021; Ryan et al., 2022)). Bayesian
methods are particularly well-suited for such trials as
they model uncertainty of the model parameter esti-
mates (e.g., treatment effect) and are able to iteratively
update them as new data becomes available. We note
that RFAN is not restricted to the acquisition func-
tions proposed below; alternative acquisition functions
could be employed depending on the trial context and
objectives.

BALD (Houlsby et al., 2011) uses an acquisition
function based on estimating the Mutual Informa-
tion (MI) between the model predictions and the
model parameters I(y;w|z, Dirain) = H (y|T, Dirain) —
Ep(wDevain) [H (Y], W, Dirain)].  The first term is the
entropy of the model’s prediction, indicating higher
values when the model’s predictions are uncertain.
The second term is an expectation of the entropy

Algorithm 1 Randomize First Augment Next (RFAN)

Require: Acquisition function o', switching point ¢*
(predefined or adaptive, see Section7 acquisition
batch size b, experimental steps T', hypothesis test
7, planning strategy p

. Initialise: dataset Dy = 0

: I) Randomized (Passive) Stage

: fort € {1,...,t*} do

Acquire a batch of patients {x;}%_, from pool X,
and assign them uniformly at random to treat-
ment arms {w; }2_;

Observe patients’ outcomes {y;}_,

Update: Dy = D1 U {(2:, wi, yi) }oy

end for

: IT) Augmented (Active) Stage

: forte {t*+1,...,T} do

10:  Fit model My to Dy_1.

11:  Estimate 7o, (z; D;—1) and construct treatment
policy 7y = p(Dy-1)

12 Use o/ (X, Di—1, M;) to acquire a batch of pa-
tients {z/}?_, and to assign each to treatment
arm {wi}i_

13:  Observe patients’ outcomes {y,}?_,

14:  Update: Dy = D;_1 U {(«}, wl,y})}o_,

15: end for

16: Conduct hypothesis test 1(Dyx)

17: Fit model Mt to Dr

18: Use My to estimate 7aq, (z; Dr) and obtain final

treatment policy mp = p(Dr)

W N =

© XN a

of the model prediction over the posterior of the
model parameters. In words, BALD scores a data
point x based on how well its label y would in-
form us about the true model parameters. The ac-
quisition function is: aparLp(Dpools P(w]|Dirain))
argmaxg, yo_ I(y; w|@, Dirain)-

Causal-BALD |Jesson et al.| (2021)) introduced new
acquisition functions for active learning of individual-
level causal-treatment effects from high dimensional
observational data, based on BALD. In their setting,
they assume the pool dataset contains treatment assign-
ments Dpool = {7, w; }.27°', and the labels training set
is Dpoot = {i, ws, Yi ;LZ"‘{‘”. Jesson et al(2021) have
proposed o, BALD, among other causally-tailored acqui-
sition functions: auBALD (Ppool, P(W|Dirain)) =
argmax g, .. yb I(Y";wl{xs, w; }, Dirain)-
I(Y";w|{z;,w;}) is a measure of the informa-
tion gain for the model parameters w if we obtain a
label for the observed potential outcome Y given
a data point (z,w) and Dirain. They show that
IV wl{zi,wi}) & Valeopw D) (Aw(@, w))
where f[i,(z,w) is a parametric estimator of
EY|W =w, X = z].
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Developing Acquisition Functions for Clinical
Trials Our proposal for ’ is built upon a,garp (Jes
son et al., |2021)). Departing from the causal-BALD
setup, our approach guides not only whom to recruit
but also which treatment arm to assign them to. In
practice, we only have access to a pool of patients with
covariates z, without treatment assignments. We let
7t(z) = fw(x,1) — fi,(z,0) be the CATE estimator
at time step t, based on the model M, fit to dataset
D;_1. 71(x) is then used to inform a treatment policy
m¢(z). A standard approach for binary treatment is
to use the sign of a CATE estimator to construct a
policy: m(z) = p(Di—1) = 1{7(x; Dt_1) > 0}. At each
time step ¢, our framework acquires a batch of patients
{x;}%_, and assigns each of them into treatment arms
{w;}!_,, aiming to minimize uncertainty in the model
parameters to predict the treatment effect. We propose
various acquisition functions o’ (/{’t, D) for clinical tri-
als, presented in Table [A74] Below we present two of
the proposed functions:

(1) au.—uns acquires patients that maximally re-
duce uncertainty in model parameters to predict
the potential outcome, given the treatment recom-
mended by the current policy m(z). Patients are
assigned to treatment arms uniformly at random:
O‘#W*Unf(Xh’Dt’Mt) = ({x: ?:b{w;}?:l)’ where
{o:}h, = argmaxy, jo_ I(Y™ @) |z, 7 (2), D;) and
w} ~ Uniform(W).

(ii) osign(r)—= acquires patients that maximally re-
duce uncertainty in model parameters predicting the
treatment policy sign(7)=1{7(z) > 0}. Patients are
assigned treatment according to the policy:

O‘sign(T)—ﬂ'()Eta Dta Mt) = ({.’ﬂ: }?:17 {w: ?:1)
{xf}i-’zl = argmax I (sign(Y"! — Y°); w|z, D;)
{zi}?:l

{wi‘}ﬁ-’zl = {m(z}) ?:r

In real-world settings, assigning the correct treatment
to a patient is often more clinically important than
precisely estimating the potential outcomes. gign(r)—r
is built on this principle.

Ideally, our acquisition functions (Table would
lead to a better policy value V™. We point out that
the acquisition functions implicitly account for fairness.
First, by actively acquiring patients that maximally
reduce uncertainty, they prioritize exploration of un-
derrepresented and/or heterogeneous subpopulations.
Second, incorporating the current policy at each time
point (e.g., in a,, _,, ;) may lead to a more robust
policy at the end of the trial. Thus, they can be
viewed as approximately optimizing our PTMB and
PTF objectives without the regulatory constraints. We
demonstrate these phenomena empirically in Section [f]

4.2 Selection of Switching Point ¢*

For the selection of t* we propose using early stopping
strategies on top of our framework. Specifically, we
conduct sequential hypothesis testing at predefined in-
termediate time points to determine whether to switch
to the Augmented Stage or continue in the Random-
ized Stage. Alpha spending functions (Demets and Lan)
1994), which are well-established and validated in adap-
tive clinical trials (O’Brien and Fleming, 1979 Zhang
and Sajul, [2023]), can be used to responsibly establish
adjusted alpha values. We use the|O’Brien and Fleming

(1979) alpha spending function £(f) = 2 — 2 (Z/?)

where ¢ is the overall significance level, f € [0,1] is
the information fraction at the interim analysis, Z /5 is
the upper quantile of the standard normal distribution
at €/2 and ® is the normal cumulative distribution
function. The O’Brien-Fleming boundries are widely
used in clinical trials [Kumar and Chakraborty| (2016]);
Liu and Mehtal (2023), offering a conservative approach
by reducing the risk of falsely concluding efficacy too
early. See Appendix for more details.

5 EXPERIMENTS

In this section, we aim to evaluate RFAN and inves-
tigate its ability to target our newly established ob-
jectives. Evaluation of adaptive designs is a major
challenge (Appendix . Since ground truth of treat-
ment effects is unavailable in practice (no access to
counterfactual outcomes), a standard approach is us-
ing simulated data (Friede et al |2012; Magnusson and
Turnbulll 2013} [Stallard et al.,|2014; [Henning and West;
falll [2015; Rosenblum et al.| |2016)), as often done in the
literature for treatment effect estimation. We emulate
RFAN on synthetic and two semi-synthetic real-world
datasets: PharmGKB (Limdi et al., [2010), a dataset
of warfarin patients, and SIVEP-Gripe (2020), a
Brazilian COVID-19 hospitalization repository. For de-
tails on the experimental setup and implementatiorﬂ
please refer to Appendix [D] and Appendix [E}

5.1 Datastets

Synthetic Data We modify the synthetic dataset
presented in [Kallus et al.| (2019)); |[Jesson et al.| (2021)):

X ~ N(0,1)
Y= Qw-1z+ (2w-1)—2sin(2w — 2)z)+
2(1+0.52)+¢€, €~N(0,1).
2The code for all experiments can be found

at https://github.com/noyomer /rfan-trial or at
https://github.com/Shamir-Lab /rfan-trial.
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Table 1: Peformance comparison of realizations of RFAN with different acquisition functions (Table |A.4]) against
Causal-BALD and RCT (Mean + SEM). Error rate (€) is set to 0.05. WC Policy Val.: the worst-case policy
value conditioned on sensitive subgroups. ES: Early stopping. Arrows indicate whether higher or lower is better.

(a) Synthetic Data (T=30, N=300)

Design Policy Val. + WC Policy Val. + % Succ. t* . /epeur 4 PTMB (Obj. 1) + PTF (Obj. 2) 1
RFAN asign(r)—n (t*="7) 3.17 + 0.02 1.23 £ 0.03 09 £0.1 1.24 £ 0.12 2.95 + 0.21 1.22 £+ 0.03
RFAN a0 (E7=T7) 3.17 + 0.02 1.23 £ 0.03 0.9 £0.1 0.55 £ 0.09 2.95 + 0.21 1.22 £ 0.03
RFAN a.,.. (t*=T) 3.17 + 0.02 1.23 + 0.03 09401 055+ 0.09 2.95 + 0.21 1.22 + 0.03
RFAN o,y (t*=T) 3.17 + 0.02 1.21 £ 0.04 0.9 £0.1 0.66 £ 0.11 2.95 + 0.21 1.2 £ 0.04
RFAN «,,. (t*=T7) 3.16 + 0.02 1.17 £ 0.03 0.9 £0.1 1.12 £ 0.09 2.95 £ 0.21 1.16 £+ 0.03
RFAN asignr—r (ES) 3.17 + 0.02 1.24 + 0.03 1.0 £ 0.0 0.87 £ 0.12 3.17 £ 0.02 1.24 £+ 0.03
RFAN o, —max (ES) 3.17 + 0.02 1.24 £ 0.03 1.0 £ 0.0 0.69 + 0.12 3.17 £+ 0.02 1.24 £+ 0.03
RFAN @y —mae (ES) 3.17 £ 0.02 1.24 £+ 0.03 1.0 £ 0.0 0.69 £ 0.12 3.17 £+ 0.02 1.24 £ 0.03
RFAN a,, —vuns (ES) 3.17 £ 0.02 1.23 £ 0.04 1.0 £ 0.0 0.49 £ 0.09 3.17 £+ 0.02 1.23 £ 0.04
RFAN «,,. (ES) 3.17 + 0.02 1.21 £ 0.04 1.0 £ 0.0 0.82 + 0.09 3.17 + 0.02 1.21 £0.04
Causal-BALD 3.17 £+ 0.02 1.22 £ 0.03 0.2 £0.13  0.54 + 0.06 1.43 £ 0.3 1.13 £ 0.05
RCT 3.09 + 0.04 0.55 + 0.26 1.0 £ 0.0 1.13 £ 0.19 3.09 + 0.04 0.55 £ 0.26
(b) Warfarin Data (T=40, N=400)
Design Policy Val. © WC Policy Val. t+  %Succ. © /epgae } PTMB (Obj. 1) + PTF (Obj. 2)
RFAN ogign(r)—= (t* = 20) 0.76 + 0.01 0.57 + 0.03 1.0 £ 0.0 0.82 + 0.01 0.76 + 0.01 0.57 £+ 0.03
RFAN oy, ... (t*=20)  0.74 + 0.01 0.52 + 0.04 1LO£00 085+ 0.02 0.74 + 0.01 0.52 + 0.04
RFAN ... (t* = 20) 0.75 £ 0.01 0.54 £ 0.06 1.0+00 0.82 + 0.03 0.75 £ 0.01 0.54 + 0.06
RFAN o,y (t* =20) 0.75 £ 0.01 0.56 + 0.03 1.0 £ 0.0 0.82 + 0.01 0.75 £ 0.01 0.56 = 0.03
RFAN a,..,. (t* =20) 0.73 £ 0.02 0.52 4+ 0.04 1.0 £ 0.0 0.85 + 0.03 0.73 £+ 0.02 0.52 + 0.04
Causal-BALD 0.75 £ 0.01 0.57 £ 0.03 0.2+0.2 0.83 4+ 0.02 0.7+ 0.0 0.46 + 0.01
RCT 0.72 £ 0.02 0.46 4+ 0.03 1.0 £ 0.0 0.88 + 0.03 0.72 4+ 0.02 0.46 + 0.03

We define two sensitive subgroups: s; = {z]r < —1.2}
and sp = {z|z > 1.3}, each about 10% of the popula-
tion. Additional details can be found in Appendix

Warfarin Data We use the PharmGKB dataset
(Limdi et al., |2010) of 5,700 patients treated with war-
farin. The dataset contains clinical and genetic factors
that have previously been associated with warfarin,
including demographics (age, sex, ethnic group, weight,
and smoking status), treatment reason, comorbidities,
medications, and genetic factors (presence of geno-
type variants of CYP2C9 and VKORC1). Importantly,
for about 4900 patients, the dataset includes the true
patient-specific stable therapeutic doses of warfarin,
which are initially unknown but were adjusted and
determined by physicians over a few weeks, until the
patient international normalised ratio (INR) is within
a target range (the desired levels of anticoagulation).

We bucket the dosage into two treatment arms: low
dosage (< 35 mg/week) and high dosage (> 35
mg/week), as in [Kallus et al.| (2022). We consider
binary outcomes that assess the therapeutics’ stability
and assume for simulation purposes that a warfarin
dosage categorized differently from the reported stable
one is unstable. Accordingly, for each patient, we set
the outcome to Y =1 if they were assigned to the arm
corresponding to the patient’s true optimal dose, and
Y = 0 otherwise. We define race and sex as sensitive
attributes. Details can be found in Appendix

COVID-19 Data We analyze COVID-19 hospitaliza-
tion data using SIVEP-Gripe (Sistema de Informacao
de Vigilancia Epidemioldgica da Gripe) (2020), a pub-
licly available dataset in the Brazilian Ministry of
Health database. Our cohort contains N=11,321 pa-
tients who were tested positive for SARS-CoV-2 and
hospitalized. We simulate an experiment that assesses
the effect of antiviral medications on patient survival.
Additional details can be found at Appendix

5.2 Model

We use a deep-kernel GP model, which has been shown
to perform well on high-dimensional inputs. Deep-
kernel GP model uses a deep feature encoder (e.g.,
Neural network) to transform the inputs and defines a
GP kernel over the extracted feature representation to
make predictions. We note that, in contrast to|Jesson
et al.| (2021)), we do not assume access to a validation
set, and therefore our experiments maintain active
acquisition of a validation set during the trial. Once
the trial is done, the model is tuned and retrained using
the acquired unseen validation set. We describe model
architecture and hyper-parameter space in Appendix[E]

5.3 Baselines and Metrics

While various adaptive clinical trials exist, almost all
of them either (i) target different design dimensions
to adapt, (ii) operate under different constraints, or
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Figure 3: Distribution of actively acquired synthetic
trial population and resulting CATE function.

(iii) aim to achieve different goals than our trial de-
sign. Hence, they are not always suitable benchmarks
against RFAN (see Appendix . We highlight the
distinct problem setting of our work in Table We
evaluate RFAN with our proposed acquisition func-
tions o’ (Section [4.1{ and Table for various values
1 < t+ < T. We compare these strategies against:
(i) RCT: Uniform patient acquisition and random
assignment (t* = T). (ii) Causal-BALD: As a re-
minder, Causal-BALD (Jesson et al.| (2021])) assumes
that Dpool = {4, wi }.25”, i.e., there is no active treat-
ment assignment. We consider ay—maqs (Table |A.4)
as an equivalent version of Causal-BALD with active
treatment assignment. To closely emulate active learn-
ing only, we set t* = 1 for this baseline. Note that
t* = 0 is infeasible as there is a minimal required num-
ber of data points to randomly acquire at the start for
model initialization. Although the objective of Causal-
BALD is not regulatory constrained, statistical testing
is conducted to simulate its use in clinical trials.

For each dataset, we evaluate the trial designs using
different performance metrics: test-set policy value
VP(PT) | test-set worst-case policy value over sensitive
subgroups min,es SP(DT), success rate %n(Dr) = 1,
square root of precision in estimation of heterogeneous
effect (PEHE) and our objectives (Section |3.1)). We dis-

cuss measures of adaptive trial designs in Appendix|[B.3]

5.4 Experimental Results

Figure [3]illustrates the effect of each trial design on the
distribution of the synthetic trial population (2nd top
panel) and on the resulting estimated CATE function.

—— RCT
REAN @, -unt
REAN sign(T) —

PTF (0bj. 2)
Policy Error

Figure 4: Performance over varying sample sizes (V)
on the synthetic data, over 40 random seeds

Comparing RCT and RFAN with «, ., we can see
that the population enrolled in the RCT (Figure [3|(a))
is an unbiased sample of the pool data (top panel).
However, RFAN with o, , (Figure b)) demon-
strates larger coverage of the target population, and
in particular prioritization of enrollment of minority
groups. The RFAN CATE estimator is more accu-
rate overall, with better estimation for the sensitive
subgroups and slightly worse in the central area.

For the synthetic dataset, we use T' = 30 (N = 300)
and investigate the performance using two predefined
switching points ¢* = 7 (Table [Th) and t* = 15 (Ta-
ble . The differences between t* = 7 and t* = 15
illustrate the discussed tradeoff between the success
rate and patient benefit. First, we observe that for
t* =7, RFAN, using each of the acquisition functions,
outperforms RCT in all metrics except success rate
and PTMB (Objective 1). Increasing ¢* to 15, the
performance of RFAN with any acquisition function
outperforms a conventional RCT in all metrics, with a
consistent success rate of 100%. We further investigate
the performance of RFAN using early stopping (ES)
for selecting ¢* (Table [Th), showing the RFAN with
any acquisition function outperforms Causal-BALD
and RCT, without requiring prior selection of t*. Im-
portantly, while the performance of our framework is
comparably good for the Post-Trial Mean Benefit ob-
jective, it demonstrates significant improvement in the
Post-Trial Fairness (maximizing worst-case policy value
conditioned on sensitive subgroups), emphasizing our
ability to inform a fair policy without harming, and
even improving, the general policy. Table [Ib demon-
strates similar results for the warfarin dataset using a
trial sample size of N = 400 (T = 40).

In an additional experiment, we investigate the perfor-
mance of RFAN with oy, . and agign(r)—r against
RCT, over varying sample sizes. As can be seen from
Figure [l RFAN decreases the policy error rate for
all sample sizes from 100 to 600 patients (reasonable
sample sizes of clinical trials).

Supplementary Results Additional experiments, in-
cluding those on COVID-19 data, are provided in Ap-

pendix [F]
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6 DISCUSSION

Significance of Main Results Looking at the syn-
thetic benchmark (Table , RFAN with agign(r)—r
achieves a two-fold increase in the PTF objective, com-
pared to an RCT, and comparable results in PTMB.
The warfarin experiment demonstrates 24% improve-
ment. As shown in Figure [3] RFAN enables the de-
tection of true treatment effects - both positive and
negative - that a conventional RCT might overlook.
These differences may lead to significant practical con-
sequences, highlighting RFAN’s potential to shape more
informed future treatment policies and enhance care for
under-served subgroups, without compromising the gen-
eral population benefit. Note that unlike merely over-
sampling known underserved groups, our uncertainty-
aware acquisition approach enables the recruitment of
subgroups with diverse, heterogeneous traits that may
not be known in advance or even readily interpretable
by the trial designer. This approach aims to address
the uncertainty in identifying which patients are likely
to benefit from or be harmed by the treatment. Impor-
tantly, all standard RCT guarantees hold in RFAN’s
first stage, ensuring regulatory compliance.

Let us demonstrate RFAN’s potential for improving
warfarin dosing. An incorrect dose can lead to serious
adverse outcomes, including thrombotic events and fa-
tal bleeding. Between 2007 and 2009 warfarin was the
leading cause of emergency hospitalizations for adverse
drug events in older US adults (Budnitz et al., [2011)).
According to|Sombat et al.|(2023]), the incidence rate of
warfarin therapy complications was 4.91 events per 100
person-years. In our context, the increase in policy
value and reduction in error rate indicate a safer
warfarin regimen for sensitive subpopulations.
In turn, this implies fewer hospitalizations and adverse
events due to incorrect dosing. This could result in
substantial improvements in patient outcomes and sig-
nificant reductions in healthcare costs. Our results
(Figure [4]) further show a way for more efficient trials,
achieving strong performance with fewer patients, thus
preventing unnecessary risk and costs.

RFAN holds significant potential value to key health-
care stakeholders. After treatment approval, payers
are particularly interested in how the treatment benefits
specific subpopulations. RFAN could provide valuable
evidence for better resource allocation across diverse
populations, enhancing the drug’s marketability. In
turn, caregivers focus on how to tailor therapies to
individuals and now could deliver more precise care for
heterogeneous populations, which leads patients to
benefit from improved clinical outcomes. We discuss
ethical and regulatory considerations in Appendix [G]
and Appendix [H]

Conclusion We investigated how to improve patient
welfare and fairness in clinical trials within the real-
world regulatory constraints under which clinical trials
are held. We examined the existing goals of clinical
trials and proposed new objectives that go beyond
passing regulatory barriers, bridging the gap between
trial success and policy performance in real-world set-
tings. We introduced RFAN, a framework for future
designs of clinical trials, designed for achieving our
objectives. Although RFAN demonstrates one way to
optimize these objectives, we note that there could
be other suitable frameworks that require future re-
search. Finally, we present methodological strategies
for implementing RFAN based on Causal-BALD (Jes;
son et al| (2021)). In synthetic and semi-simulated
experiments with real-world patient data, we show that
RFAN with uncertainty-aware acquisition functions
can lead to significantly better outcomes for under-
represented populations without harming the overall
benefit of the population and with little or no compro-
mise in the success rate of passing the crucial regulatory
barriers.
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Table A.1: Glossary of Key Terms in Clinical Trials

Term

Description

Adverse Event

An unfavorable medical occurrence in a patient after exposure to a
treatment (e.g., disease, sign, or symptom). It may or may not be
caused by the intervention being studied.

Eligibility Criteria

A set of rules that determine who can or cannot participate in a clinical
study. Eligibility criteria include both inclusion criteria (requirements
that must be met for a person to participate in the study) and exclusion
criteria (conditions that prevent a person from participating).

Exclusion Criteria

A type of eligibility criteria. Specific factors that disqualify individuals
from participating in a clinical trial (e.g., children, pregnant women).

Experimental Arm

A group of participants that receives the treatment being tested in a
clinical trial. The group of participants who receive the placebo or the
alternative treatment is called the control arm.

Inclusion Criteria

A type of eligibility criteria. Properties or characteristics that qualify
individuals for participation in a clinical trial that define the target
population (e.g., age, gender, ethnicity, medical conditions, etc.).

Informed Consent

The process by which participants are informed about the risks, benefits,
and objectives of a study before agreeing to participate.

Observational Study

A study where participants are observed, without any treatment or
intervention assigned by the researchers.

Outcome

The measured result used to assess the effectiveness of a treatment, such
as symptom improvement or adverse effects.

Phase-I trials

Early-stage clinical trials assessing the safety and dosage of a treatment,
typically involving a small number of participants.

Phase-II trials

Trials focused on evaluating the efficacy and safety of a treatment, often
involving a larger group of participants than Phase I.

Phase-III trials

Trials that are designed to assess the effectiveness of the new treatment
over a larger number of participants. They are the final step of research
and development before regulatory agencies can approve the new treat-
ment. Phase III trials are nearly always RCTs.

Phase-IV trials

Post-approval studies conducted to gather additional information on
treatment effects in the target population.

Target Population

The entire population, or group, that a clinical trial is designed to study
and draw conclusions about. The target population includes people
who meet the eligibility criteria and represent the condition that the
intervention/treatment aims to address.
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A ADDITIONAL LITERATURE REVIEW

A.1 Extended Review of RCTs

For decades, RCTs have been used for evaluating the effect of new treatments, becoming a gold standard. RCTs
often enroll patients from a target population and assign them uniformly at random to treatment groups. Clinical
trials are typically classified into four phases. Phase I and Phase II trials are used to assess safety and efficacy,
respectively. Phase III (pre-marketing) trials are nearly always Randomized Controlled Trials (RCTs) and are
designed to evaluate the effectiveness of the new treatment compared to a placebo or to standard treatment,
and thus gain crucial regulatory approval for wide dissemination. Regulations usually require to control the
familywise error rate (FWER), which bounds the probability of a Type 1 error, i.e., the probability of concluding
the new treatment is more effective despite not being so. After approval, Phase IV (post-marketing surveillance
stage) provides real-world evidence of the treatment’s effectiveness and safety on a large scale in the actual target
populations and under the actual treatment assignment policy. While Phase III primarily aims at obtaining
regulatory approval, observing and learning real-world implications in Phase IV might be too late.

To illustrate the key challenges involved in the clinical development journey, consider the case of Warfarin. First
approved for clinical use in 1954, it is one of the most widely used oral anticoagulant agents worldwide (Consortium),
2009; [Huynhl |2017)). It is used for the prevention and/or treatment of thromboembolic conditions, such as deep
vein thrombosis, rheumatic heart disease, and the prevention of strokes in patients with atrial fibrillation. Despite
being used for almost 70 years, warfarin dosing remains a significant challenge for practitioners, primarily due to
the drug’s narrow therapeutic range and substantial variability in individual responses. An incorrect dose result
in serious adverse outcomes: an insufficient dose can trigger thrombotic events, while an excessive dose might
lead to fatal bleeding. Between 2007 and 2009 warfarin was the leading cause of emergency hospitalizations for
adverse drug events in older US adults (Budnitz et al., |2011)). Several studies have been conducted to develop
dose-optimization algorithms and assess their clinical utility using RCTs. However, most of these studies were
conducted in White and Asian populations (Asiimwe et al.l [2021; |Asiimwe and Pirmohamed, |2022)). Importantly,
there are key genetic differences that influence warfarin response, making studies conducted in Whites/Asians
less applicable to many other underrepresented populations. Yet clinical implementation guidelines for warfarin
dosing have been deployed based on these RCTs, even though they are mostly applicable to White populations.
Recent years have faced similar pressing challenges, with the emergence of the COVID-19 pandemic (Zame
et al.l [2020)). For instance, Paxlovid (nirmatrelvir/ritonavir), an antiviral medication for COVID-19, still faces
limited distribution due to budget constraints (Pepperrell et al., 2022). Given the variability in patient response
(Najjar-Debbiny et al., 2023)), identifying who will most benefit from the treatment remains a critical question.
Further real-world examples can be found in Table [A72]

A.2 Extended Review of Bandit Literature

In recent years, there has been a growing trend in harnessing machine learning to improve the design of clinical
trials, with prominent approaches in the multi-armed bandits (MAB) literature. MAB algorithms are particularly
useful for clinical trials since they are designed to address the well-studied exploration-exploitation trade-off,
which can be interpreted as a trade-off between clinical research and clinical practice in clinical trials. Recent
work has focused on the application of MABs to dose-finding (Bastani and Bayati, [2020; |Lee et al., [2020, |2021}
Aziz et al., [2021}; Baek and Farias| |2021]) and treatment allocation (Atan et al., [2019; |Varatharajah and Berryl
2022)). However, while MABs hold the promise of improving patient welfare in clinical trials, there has been a
continual hesitance to deploy them in practice (Chien et all |2022). The perceived limitations of bandit methods
include loss of statistical power, and challenges of statistical analysis, leading to practical barriers to regulatory
approval and implementation (Villar et al., [2015a; [Williams et al., [2021; Robertson et al.l 2023). Some recent
work has sought to tackle these challenges from an applied perspective. Villar et al. (Villar et al.l [2015albt [Villar
and Rosenberger, [2018]) proposed a patient allocation strategy for clinical trials, based on the forward-looking
Gittins index to improve statistical power. |Williamson et al.| (2017) introduce a bandit-based design to improve
statistical power and reduce treatment effect biases. [Williams et al.| (2021)) highlight the difficulties of hypothesis
testing with data from bandit models, and propose adjustments to existing statistical tests.

The majority of bandit work on clinical trials primarily focuses on maximizing the rewards of all arms that are
“played” (e.g., |Auer et al.| (2002)), which would have corresponded to maximizing the benefit of enrolled patients
during the trial (Phase III). Instead, in our design, Phase III is completely exploratory. In that sense, our domain
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Table A.2: RCT Examples in the Literature

Study Size Treatment Primary Out- | Result Real-World Implications
come
Patel et all| 14,264 Rivaroxaban Stroke or sys- | In patients with atrial fib- | The evidence may be less appli-
(2011) vs. dose- | temic embolism rillation, rivaroxaban was | cable to underrepresented popula-
adjusted non-inferior to warfarin tions (trial recruited 83% Whites,
warfarin 13% Asians, 1% Black, and 3%
other) (Asiimwe and Pirmohamed),
2022)
Polman et all|| 942; Natalizumab Relapses and | Natalizumab reduced the | After its approval by the US FDA
(2006)); |Rudickl | 1,171 vs. placebo disability pro- | risk of the sustained pro- | (2004), Natalizumab was temporar-
et al.| (2006) gression in | gression of disability and | ily withdrawn from the market
Multiple Sclero- | the rate of clinical relapse | due to cases of progressive multifo-
sis (MS) in patients with relapsing | cal leukoencephalopathy (PML). It
MS was reintroduced in 2006 together
with a Global Risk Management
Plan (Kornek, 2015
CAPRIE 19,185 Clopidogrel A composite | In patients at risk of is- | Thirteen years after it was ap-
(1996) vs. aspirin outcome of | chaemic events, clopido- | proved and marketed, the US FDA
myocardial grel therapy resulted in a | issued a warning for poor metabo-
infarction, is- | relative risk reduction of | lizers, which are more common in
chemic  stroke | ischaemic stroke, myocar- | subpopulations other than the ma-
and vascular | dial infarction, or vascu- | jority recruited in the trial (95%
death lar death, compared with | Whites). Such individuals, more
aspirin therapy common in East Asia and Pacific
islands, do not recieve the full ben-
efit of the treatment and therefore
remain at risk for heart attack,
stroke, and cardiovascular death
(Wu et al., 2015)).

more relates to the concept of pure exploration in the bandit literature, where the rewards of played arms are
not the primary concern, but rather the reward of the singular arm identified at the end (Bubeck et al.| 2009,
2011} |Chen et al., [2014; |Degenne and Koolen| 2019)). This approach is exemplified in Best Arm Identification
(BAI) problems, which aim to identify the arm (or the top-K arms) with the highest mean reward (e.g., |Audibert
et al. (2010)). In particular, an RCT itself can be viewed as a purely-exploratory bandit problem that aims to
find the best arm for the entire population. Yet, while the purely-exploratory problems seek to identify the best
arm in the trial, they do not explicitly consider the subsequent individual performances of that arm - in our
context, the individualized treatment effects in real-world settings (Phase IV). The version of bandits that can
deal with patient-specific effects is known s contextual bandits (Li et al. 2010; |Chu et al 2011)), where typically
the reward is modelled as an inner-product of some unknown arm-specific vector with the instance covariates.
An RCT aimed for uncovering a strong policy, without regard to the ongoing reward, could be considered as a
best-arm identification contextual bandit problem. So far this has only been studied in the context of learning
the best model marginalized over the population, without accounting for sub-populations, fairness, or regulatory
constraints (Kato et al., |2022]).

B EVALUATION CONSIDERATIONS

B.1 Evaluation of Clinical Trials

Evaluation of new designs of clinical trials is a major challenge, even in the biostatistics literature. Conducting a
clinical trial that evaluates our new framework is infeasible in the scope of our paper, due to complex ethical,
legal, and financial considerations. Ethically, ensuring the well-being and informed consent of participants is
fundamental, requiring careful planning and approval from ethical review boards. Legally, compliance with
strict regulations and guidelines, often varying across jurisdictions, poses a significant barrier. Financially, the
substantial costs involved in clinical trials, from patient recruitment to data analysis, are beyond our current
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resources. Beyond that, one of the challenges in our case is that our objectives are defined not only on the trial’s
performance but also based on Phase IV performance (i.e., policy value after deployment), had the trial been
passed. This requires long-term control and monitoring of newly treated patients in the general public population.
Given these complexities, a prospective validation of our framework is beyond the focus of this paper. Instead,
simulated data are generally used to evaluate newly proposed clinical trial designs (Atan et al.,|2019; [Hiyiik et al.,
2022; |Curth et all 2023]), even in the biostatistics literature (Friede et al., [2012; [Magnusson and Turnbull, [2013;
Stallard et al.l 2014} [Henning and Westfall, 2015; Rosenblum et al.l [2016)). We therefore evaluate our experimental
designs on synthetic data, which enables verification with known ground truth. Furthermore, we evaluate our
framework on PharmGKB (Limdi et al.l [2010), a dataset of patients treated with warfarin, and SIVEP-Gripe
(2020), a Brazilian COVID-19 hospitalization repository, for emulating real-world settings. Future work could
explore additional evaluation approaches under these limiting considerations.

B.2 Trial Baselines

While numerous approaches exist for running adaptive clinical trials, almost all of them either (i) target different
design dimensions to adapt, (ii) operate under different constraints, or (iii) aim to achieve different goals than our
trial design. Hence, they are not always suitable benchmarks against RFAN.

For instance, some common types of adaptive trial designs include (Chow and Chang) [2008, |2011; [Thorlund
et al., [2018): (i) adaptive randomization design, where the ratio of patient in each treatment arms is updated
to increase power (e.g., [Lachin| (1988))), (ii) group sequential design, which allows for early stopping due to
futility (e.g., Lehmacher and Wassmer| (1999)), (iii) sample size re-estimation designs, where the sample size is
updated with interim analysis to maintain trial power (e.g., |Chuang-Stein et al.| (2006))), (iv) drop-the-losers
design, where ineffective treatment arms are dropped mid-trial (e.g., [Sampson and Sill| (2005)), (v) adaptive
enrichment/signature design, where both the inclusion criteria and the target population of the final analysis
can be switched mid-trial (e.g.,|[Simon and Simon| (2013)), and (vi) adaptive seamless designs, where data from
multiple trials are combined in one analysis (e.g., Maca et al.| (2006])).

We have summarized the adapted design dimensions and the fixed design dimensions in these trial designs
as well as their objectives in Table [AZ3] to highlight the distinct problem setting of our work. Adaptive
enrichment/signature designs are the most closely related to RFAN as they also adapt the inclusion criteria.
However, in an enrichment/signature design, this is done to maximize the success probability of the trial, often
by adapting the target population of the final analysis along with the inclusion criteria (i.e. by changing the null
hypothesis that is tested at the end of the trial). In our work, the null hypothesis is treated as a fixed design
dimension.

B.3 Metrics for Evaluating Adaptive Clinical Trials

Adaptive trial designs have been extensively studied for decades, yet there is no widely accepted measure for
comparing their performance and this remains an open research question. Adaptive trials are often evaluated
based on the probability of trial success, i.e., whether a valid hypothesis test with type-I error control confirms
the efficacy of the new treatment (denoted as n(Dr) = 1 in our paper). In some cases, depending on the design
context, other metrics are used, such as measures of trial resources needed (e.g., required sample size (Zhang
et al.l|2024)) and measures of ethical considerations (e.g., quantifying patient exposure to inferior treatment
(Korn and Freidlin) 2018)). However, to our knowledge, there is no gold standard besides statistical guarantees
such as power and error rate. In particular, no measure combines both regulatory requirements and the predicted
patient benefit. Our primary contribution to this challenge is the introduction of two innovative objectives for
future clinical trials - PTMB and PTF — which we view as steps towards closing the discrepancy between clinical
trials and the way treatments are deployed in practice.
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Table A.3: Adaptive trial designs comparison

Adaptive Trial Design

Adapted Design Di-

mensions

Fixed Design Dimensions

Objective

Adaptive Randomization
Design

Distribution of patients
across treatments

Error rate, Sample size, Tar-
get population, Inclusion cri-
teria

Maximizing power

Group Sequential Design

Final sample size
(< Target sample size)

Error rate, Target popula-
tion, Inclusion criteria

Minimizing sample
size while maintain-
ing power

Sample Size
Re-estimation Design

Target Sample Size

Error rate,
Target population,
Inclusion criteria

Minimizing sample
size while maintain-
ing power

Drop-the-Losers Design

Set of treatments

Error rate, Sample size,
Target population,
Inclusion criteria

Maximizing sensitiv-
ity in identifying effec-
tive treatments

Adaptive Enrichment /
Signature Design

Inclusion criteria,
Target population

Error rate, Sample size

Maximizing power

Adaptive Seamless
Design

Sub-trial designs

Sub-trial objectives, Error
rate, Target population

Maximizing power

RFAN (Ours)

Inclusion criteria, Distri-
bution of patients across
treatments

Error rate, Sample size,
Target population

PTMB / PTF
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C RFAN: ACQUISITION FUNCTIONS

Table A.4: Acquisition Functions for Clinical Trials

Name Formula Description
e (Xe, D) = Acquires patients that maximally reduce uncer-
oy, argmax I(Y“t(z>;w|$, m(z), Dy) tainty in model parameters to predict the poten-
(o}, Ime (@)}, tial outcome, given the treatment recommended
by the current policy 7¢(x). Patients are assigned
to treatment arms according to the policy recom-
mendation.
Qu—maz (X, D) = Acquires and assigns patients that maximally re-
Qpu—maz argmax  I(Y";w|z,w, D;) duce the uncertainty, under any treatment w € W,

{oi b {widb

regardless of the current policy.

QY —mazx

W —maz (X, De) =
({x;}o_,, argmax I(Y"; w|z*, w, Dy))
{wiYh_y
Where {z}}/_; = argmax I (Y™ w|z, m (z), Dy)

{z:3b_,

Acquires patients according to the current policy,
as in ay,. Here, the treatment assignments are
according to the treatment w € W that maximally
reduces the uncertainty for each patient.

Oé,u,.,rfUnf(')eh Dt) = ({I: }gzlv {w:}i;:l)
Where {z}}/_; = argmax I(Y™); w|z, m (z), Dy)

Acquires patients according to the current policy,
as in «a,,, and assigns treatments uniformly at

oy
px—Unf {z:}b_, random.
and w; ~ Uniform(W)
v *1b *1b
Qsign(r)—= (X, De) = ({@7 tiza, {wi }i=1) Acquires patients that maximally reduce uncer-
{x*}l-’,l = argmax I (sign(Y"' — YO)'w\x Dy) tainty in model parameters to predict the treat-
Qsign(r)—m L= T ment policy sign(7)=1{r(z) > 0}. Patients are

{z;}0_,

{w:}gzl = {m(xf)}?:l

assigned to treatment arms according to the pol-
icy recommendation. In real-world clinical set-
tings, determining a correct individual treatment
assignment is often more clinically important than
accurately approximating the potential outcomes
themselves. Qgign(r)—~ builds on this concept.
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D EXPERIMENTAL DETAILS

Below we provide experimental details for the synthetic and semi-synthetic simulations. All experiments are run
on an internal cluster consisting of several servers, including those equipped with Intel Xeon processors, AMD
Opteron 6140 processors, and AMD EPYC 7702 64-Core processors. Code to implement our framework and
reproduce all experiments is available at https://github.com/noyomer /rfan-trial or at https://github.com/Shamir-
Lab /rfan-trial.

D.1 Synthetic Simulation

We modify the synthetic dataset presented in [Kallus et al.[ (2019); Jesson et al.| (2021):

X~ N(0,1)
Y= (Qw-1)z+ (2w—1)—2sin((2w — 2)z) + 2(1 + 0.5z) + ¢

Where € ~ N(0,1). Each random generation of the simulated data generates a pool dataset of size 10,000 and a
test set of size 2000. During each trial, at each acquisition step, the acquired data is randomly partitioned online
into training and unseen validation sets (train/validation ratio = 0.9). We define two sensitive subgroups defined
as s1 = {z|x < —1.2} and sy = {z|1.3 > z}, each reflects about 10 — 11% of the population. In this experiment,
for illustrative purposes, while patients are acquired from D0, no new patients can join after the trial starts.
We initialize D01 to size 10K.

We investigate two trial sample sizes: N = 300 (T = 30) and N = 100 (T = 10). In both cases, the batch size,
b, (i.e., number of patients acquired at each acquisition step) is set to 10 patients. The planning strategy for
obtaining treatment policy is set to sign(7)=1{r(x) > 0}. We report results over 20 and 10 random realizations
for N =100 and N = 300, respectively. The seeds are ¢ and i + 1 (i € [0, ..., 19]), for the training and test set,
respectively (the validation set is actively collected by the acquired data of the training set).

D.2 Warfarin Semi-Synthetic Simulation

PharmGKB Data This section describes the preprocessing of the PharmGKB dataset (Limdi et al., [2010)).
PharmGKB contains 5,700 patients who were treated with warfarin. The data for each patient include demo-
graphics (age, sex, ethnic group, weight, bmi, and smoking status), treatment reason (e.g., stroke), comorbidities
(e.g., diabetes), current medications (e.g., aspirin), and genetic factors (presence of genotype variants of CYP2C9

and VKORC1).

We included only patients with available true stable doses of warfarin and its corresponding stable observed INR,
(N=4,850). We excluded patients with no BMI available (N=3,964).

All of the variables are categorical besides age, weight, and BMI. Categorical variables were encoded using one-hot
encoding, including missingness indicators (i.e., indicate which values of the variable are originally observed).
A missingness indicator was added for missing age as well. Variables with small variance (standard deviation
< 0.05) were excluded. Continuous variables were standardized separately in the train and test sets of each trial.

Simulation We bucket the dosage into two treatment arms: low dosage (< 35 mg/week) and high dosage (> 35
mg/week) (as done in [Kallus et al.| (2022))). We consider binary outcomes that assess the therapeutics’ stability
and assume for simulation purposes that a warfarin dosage categorized differently from the reported stable one is
considered unstable. Accordingly, for each patient, we set the outcome to 1 (Y = 1) if they were assigned to the
arm corresponding to the patient’s true optimal dose. Otherwise, the outcome is set to (Y = 0). We define race
and sex as sensitive attributes.

We investigate sample size of N = 400 patients (T' = 40), with t* = 20. The batch size, b, (i.e., number of patients
acquired at each acquisition step) is set to 10 patients. The planning strategy for obtaining treatment policy
is set to sign(7)=1{7(z) > 0}. We report results over 5 random seeds. For each seed, the dataset is split into
training and test subsets (train/test ratio = 0.8) using the scikit-learn function train_test_split(). Then, during
each trial, at each acquisition step, the acquired training data is randomly partitioned online into training and
unseen validation subsets (train/validation ratio = 0.9).

Data Sharing The data is publicly available at PharmGKB repository.


https://github.com/noyomer/rfan-trial
https://github.com/Shamir-Lab/rfan-trial
https://github.com/Shamir-Lab/rfan-trial
https://www.pharmgkb.org/downloads
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D.3 COVID-19 Semi-Synthetic Simulation

SIVEP-Gripe Data We analyze COVID-19 hospitalization data using the SIVEP-Gripe (Sistema de Informacao
de Vigilancia Epidemioldgica da Gripe) repository (2020), a publicly available dataset in the Brazilian Ministry of
Health database. The full dataset comprised N = 99,557 patients. The data contains clinical features such as age,
sex, symptoms, comorbidities, antiviral medications, ethnic groups and regions. Patient ethnicity was classified
according to five categories: Branco (White), Preto (Black), Amarelo (East Asian), Indigeno (Indigenous), and
Pardo (mixed ethnicity).

We included only patients who have tested positive for SARS-CoV-2 (N = 19, 940). We excluded patients without
ethnicity recorded (N = 12,221). we then excluded patients who were not hospitalized, resulting in a cohort of
N =11, 321 patient admissions.

Simulation We simulate an experiment that assesses the effect of receiving antiviral medications on patient
survival. We consider two treatment arms: Receiving antiviral medication on the first day of hospital admission
(w = 1), or not receiving antiviral medication (w = 0). For each patient, we set the outcome to 1 (Y = 1) if
survived at the end of hospitalization, otherwise Y = 0. Following Baqui et al| (2020), we define region and race
as sensitive attributes.

We investigate the scenario where the treatment is potentially successful. Therefore, we undersampled non-
survivors from the treated group to create a biased sample for which the survival rates of treated patients are
generally higher than the non-treated patients. To estimate the counterfactual outcomes, we trained 2 XGBoost
classifiers: one classifier was trained on the treated group and the other on the control group. The trained models
were then used to predict the counterfactual outcomes for each patient.

We investigate sample size of N = 400 patients (T' = 40), with t* = 20. The batch size, b, (i.e., number of patients
acquired at each acquisition step) is set to 10 patients. The planning strategy for obtaining treatment policy
is set to sign(7)=1{7(x) > 0}. We report results over 8 random seeds. For each seed, the dataset is split into
training and test subsets (train/test ratio = 0.8) using the scikit-learn function train_test_split(). Then, during
each trial, at each acquisition step, the acquired training data is randomly partitioned online into training and
unseen validation subsets (train/validation ratio = 0.9).

Data Sharing The data is publicly available at SRAG 2020 repository.

D.4 Statistical Testing and Early Stopping

We employed the scipy.stats Independent two-sample t-test as the hypothesis test (1), with a significance level (¢)
of 0.05. The test was conducted on the randomized portion only, i.e., on the sample recruited in the RFAN’s
Randomized Stage, or on the full sample of an RCT. We set n = 1 if a positive effect is detected (p-value < ).

To select t* using early stopping, we conduct sequential hypothesis testing. In experiments, we use alpha spending
to responsibly adjust € values at intermediate time points, such that the overall Type 1 error rate remains at the
desired level. We practically use the O’Brien-Fleming alpha spending function (O’Brien and Fleming; [1979)):

Z£/2 >
e(t)=2-29 3
) (% 0
Where ¢ is the overall significance level of the test, t € [0, 1] is the information fraction at the interim analysis,
Z. 3 is the upper quantile of the standard normal distribution at ¢/2 and ® is the normal cumulative distribution
function. The information fractions for intermediate evaluation were set apriori to [0, 0.25,0.5,0.75, 1].

E MODEL DETAILS

We use a deep-kernel GP model in our experiments. Deep-kernel GP model uses a deep feature encoder (e.g.,
Neural network) to transform the inputs and defines a (GP) kernel over the extracted feature representation to
make predictions. The treatment variable is appended to the extracted features to form the input which is then
fed into the GP.

Architecture The full model architecture is as follows:


https://opendatasus.saude.gov.br/dataset/srag-2020
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Layer (type:depth-idx) Param #

DeepKernel GP -
|-Sequential: 1-1 -
|-NeuralNetwork: 2-1 -
|-Sequential: 3-1 20,400
|-Activation: 2-2 -
|-Sequential: 3-2 -
|-Variational GP: 1-2 -
|-VariationalStrategy: 2-3 1,515
|-CholeskyVariationalDistribution: 3-3 240
|-ConstantMean: 2-4 1
|-ScaleKernel: 2-5 1
|-RBFKernel: 3-4 1
|-Positive: 3-5 -

Total params: 22,158

Hyper-parameters During each trial, the acquired data is randomly split into training and validation sets at
each acquisition step. Once the trial is done, the model is tuned and retrained using the acquired unseen validation
set. We use ray tune (Liaw et al., [2018]) with the HyperOpt (Bergstra et al., 2013) optimization algorithm for
hyper-parameter tuning. The hyper-parameters search space is given in Table The hyper-parameters selected
for our final model are those found to minimize the mean loss of the defined objective.

Table A.5: Hyper-parameter search space

Hyper-parameter Search Space

Kernel [RBF, Matern]
v (Matern) 0.5, 1.5, 2.5]
inducing points 15, 30, 60]
hidden units 50, 100, 200]
network depth 2, 3, 4]

[
[
[
[
negative slope [ReLU (Agarap, 2018]), 0.1, ELU (Clevert et al., |2015)]
dropout rate [0.1, 0.2, 0.5]

[

[

[

spectral norm None 0.95, 1.5]
batch size 32, 64, 100, 200]
learning rate 2e-4, 5e-4, 1le-3]
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F SUPPLEMENTARY RESULTS

F.1 COVID-19

Table A.6: Performance comparison on COVID-19 data (N=400, T=40, t*=20)

Design Policy Val. WC Policy Val. % Succ. % Policy Err.  /eppur PTMB (Obj. 1) PTF (Obj. 2)
RFAN aggn(ry_» (8°=20)  0.76 % 0.0 0.47 + 0.02 088+ 0.12 7534086 052+ 0.0 0.73 + 0.02 0.44 + 0.02
RFAN a,. .. (£*=20)  0.76 + 0.0 0.47 + 0.02 088+ 0.12  7.09+076  0.52+0.0 0.74 + 0.02 0.44 + 0.02
RFAN ay,,,. (t*=20) 0.76 + 0.0 0.47 =+ 0.02 088+012  7.09+076 052+ 0.0 0.74 + 0.02 0.44 + 0.02
RFAN oy, ., (£*=20)  0.75 % 0.01 0.47 + 0.02 088 +012  108+388 053+ 0.0 0.72 + 0.03 0.44 + 0.02
RFAN a,,, (t*=20) 0.76 + 0.0 0.47 + 0.02 088 +0.12  745+085  0.52+0.0 0.73 + 0.02 0.44 + 0.02
Causal-BALD 0.76 + 0.01 0.46 + 0.02 012+ 0.12  7.38 +0.46 0.53 + 0 0.59 + 0.02 0.36 + 0.03
RCT 0.76 + 0.0 0.39 + 0.06 1.0 £ 0.0 9.97 +37 052+ 0.01 0.76 + 0.0 0.39 + 0.06

F.2 Synthetic

We investigate the performance of RFAN with different acquisition functions, in three settings:
(i) Using a predefined t*.

(ii) Selection of t* using early stopping.

(iii) Evaluation over varying t*.

We run our experiments on two sample sizes of N = 300 (T = 30) and N = 100 (T = 10).

F.2.1 N=300

Table A.7: Performance comparison on synthetic data (N=300, T=30, t*=15)

Design Policy Val. WC Policy Val. % Succ. % Policy Err. VEPEHE PTMB (Obj. 1) PTF (Obj. 2)
RFAN auign(ry_» (£'=15)  3.17 + 0.02 1.24 + 0.04 10400  056+015  0.77 +0.1 3.17 + 0.02 1.24 + 0.04
RFAN a,., .. (t*=15)"  3.17 + 0.02 1.23 £ 0.03 1.0+00  062+017  0.45+0.03 3.17 + 0.02 1.23 + 0.03
RFAN ay,.. (t*=15) 3.17 % 0.02 1.24 £ 0.03 10400  054+017  0.46 + 0.03 3.17 4 0.02 1.24 + 0.03
RFAN ay,_,,, (*=15)  3.17 + 0.02 1.22 + 0.04 1.0 + 0.0 1.314£0.65  0.54 + 0.12 3.17 + 0.02 1.22 + 0.04
RFAN a,,. (t*=15) 3.12 + 0.02 0.77 + 0.24 1.04£00 277+ 1.08 1.0 + 0.26 3.12 + 0.02 0.77 + 0.24
Causal-BALD 3.17 + 0.02 1.22 £ 0.03 024013  099+023 054+ 0.06 143 + 0.3 1.13 + 0.05
RCT 3.09 + 0.04 0.55 + 0.26 1.0+00  417+126  1.13+0.19 3.09 =+ 0.04 0.55 + 0.26
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Figure A.1: Performance over varying t+ on synthetic data (N=300, T=30)

F.2.2 N=100

Table A.8: Performance comparison on synthetic data (N=100, T=10, t*=5)

Design Policy Val. WC Policy Val. % Succ. % Policy Err. VEPEHE PTMB (Obj. 1) PTF (Obj. 2)
RFAN agign(ry—r (t* =5)  3.17 £ 0.01 1.22 £+ 0.02 0.85 + 0.08 1.29 £ 0.27 1.29 + 0.08 2.84 + 0.18 1.21 £ 0.02
RFAN a,__. (t*=5) 3.4+ 0.03 1.13 £ 0.08 0.85+0.08  3.16£1.05  1.19 & 0.09 2.83 + 0.18 1.12 £ 0.08
RFAN 0. (17 =5) 3.14 + 0.03 1.13 £ 0.08 0.85 £+ 0.08 3.2 £ 1.04 1.19 £+ 0.09 2.83 + 0.18 1.12 £ 0.08
RFAN [T (t*=5) 3.17 £ 0.02 1.23 £ 0.02 0.85 + 0.08 1.68 £ 0.58 0.94 + 0.07 2.84 + 0.18 1.22 £ 0.02
RFAN «,,, (t* =5) 3.16 &+ 0.02 1.19 £ 0.02 0.85 + 0.08 2.8 £ 0.57 1.18 £+ 0.07 2.83 + 0.18 1.18 £ 0.02
RFAN agignr—= (ES) 3.17 £ 0.01 1.23 £+ 0.02 0.95 + 0.05 1.27 £ 0.23 1.04 £ 0.08 3.07 £ 0.11 1.23 £ 0.02
RFAN o —maz (ES) 3.17 + 0.01 1.2 4+ 0.02 0.95 + 0.05 2.24 + 0.32 1.04 + 0.08 3.06 + 0.11 1.2 4+ 0.02
RFAN o—maz (ES) 3.17 + 0.01 1.2 + 0.03 0.95 £ 0.05 2.17 + 0.3 1.04 £+ 0.08 3.06 + 0.11 1.2 + 0.03
RFAN o, —uns (ES) 3.17 £ 0.01 1.2 + 0.03 0.95 £ 0.05 1.99 £ 041 1.09 £ 0.08 3.06 + 0.11 1.2 + 0.03
RFAN Qi (ES) 3.16 + 0.02 1.11 £ 0.08 0.95 + 0.05 2.18 + 0.43 1.16 £ 0.09 3.05 + 0.11 1.11 £ 0.08
Causal-BALD 3.0 £ 0.08 1.2 + 0.03 0.3 £0.11 9.12 + 3.15 1.33 £ 0.11 1.65 £ 0.23 1.16 £ 0.03

RCT 3.07 £ 0.02 0.36 £ 0.17 1.0 £ 0.0 5.35 £ 0.8 1.46 + 0.13 3.07 £ 0.02 0.36 + 0.17
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Figure A.2: Performance over varying t+ on synthetic data (N=100, T=10)

G ETHICAL CONSIDERATIONS

The ethical justification of clinical trials relies on the principle of clinical equipoise. Clinical equipoise establishes
two conditions to be met: (i) There must be uncertainty among domain experts regarding the effectiveness of a
treatment, and (ii) the trial should be designed to resolve this uncertainty (Miller and Brodyl, [2007; [Freedman,
. As demonstrated in our proposed objectives, our trial is designed to learn and optimize how to treat
patients once the treatment is widely deployed. In that sense, we believe that our design is more suited to the
clinical equipoise, by reducing uncertainty about the treatment in practice.

The choice of employing adaptive trial designs as opposed to conventional non-adaptive trials is highly situational
(Palmer and Rosenberger], [1999; [Fillion) 2019)). In many scenarios, conventional trial designs are still preferable,
e.g., when there are long delays between patient enrollment and the observation of outcomes, or if a homogeneous
response of the target population is expected. However, there are various cases in which RFAN is expected to be
beneficial. We believe that employing RFAN would be of most value when there is high uncertainty regarding the
effectiveness of the new treatment and when the treatment responses are expected to be highly heterogeneous
among different subpopulations. We note that it should be only considered when the pool of patients eligible for
enrollment shares the same characteristics as the target population. In such cases, we believe that our design is
not only ethically permissible but also has the potential to improve patient care with a confirmatory guarantee.

Validating RFAN in real-world settings would essentially entail running a new trial. Conducting such a trial is
beyond our scope, as a method development paper (discussed further in Appendix. We therefore adhere to the
standard approach of evaluating adaptive designs using simulated data (e.g., [Atan et al. (2019); [Hiytk et al.|
(2022); |Curth et al| (2023)); [Friede et al. (2012); [Magnusson and Turnbull| (2013); |Stallard et al.| (2014)); Henning|
land Westfall (2015); Rosenblum et al.| (2016).
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H REGULATORY CONSIDERATIONS

Regulatory approval is a crucial barrier for any clinical trial design. Our framework, RFAN, is purposely designed
to narrow the gap between the regulatory requirements (i.e., trial success) and real-world treatment performance,
without requiring a complete overhaul of the regulatory procedures currently in place. The first stage of RFAN
follows a conventional randomized design, incorporating only well-established regulatory-compliant components,
such as early stopping. This ensures that the initial phase of the trial aligns with existing standards, making
approval relatively straightforward. The adaptive stage is designed to enhance fairness and real-world policy
impact, compared to current practice, without compromising regulatory rigor. To assess RFAN’s applicability
and feasibility, we consulted with domain experts in clinical pharmacology and drug development. Their feedback
affirmed the practical relevance and validity of our framework, ensuring that it addresses pressing concerns in
current clinical trial designs. While regulatory bodies remain a key audience, we also emphasize the potential value
of our methodology for other key healthcare stakeholders such as payers, pharmaceutical companies, caregivers,
and healthcare providers.



	INTRODUCTION
	RELATED WORK
	PROBLEM SETTING
	Objectives

	RANDOMIZE FIRST AUGMENT NEXT (RFAN)
	Selection of Acquisition Function
	Selection of Switching Point t*

	EXPERIMENTS
	Datastets
	Model
	Baselines and Metrics
	Experimental Results

	DISCUSSION
	ADDITIONAL LITERATURE REVIEW
	Extended Review of RCTs
	Extended Review of Bandit Literature

	EVALUATION CONSIDERATIONS
	Evaluation of Clinical Trials
	Trial Baselines
	Metrics for Evaluating Adaptive Clinical Trials

	RFAN: ACQUISITION FUNCTIONS
	EXPERIMENTAL DETAILS
	Synthetic Simulation
	Warfarin Semi-Synthetic Simulation
	COVID-19 Semi-Synthetic Simulation
	Statistical Testing and Early Stopping

	MODEL DETAILS
	SUPPLEMENTARY RESULTS
	COVID-19
	Synthetic
	N=300
	N=100


	ETHICAL CONSIDERATIONS
	REGULATORY CONSIDERATIONS

