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Abstract

Two major trends in biomedical data generation have become prominent in recent years. First,
experimental methods can now measure several different types of molecular parameters for
biological tissues. Each such type is called an omic, and multi-omic datasets - where multiple
omics are measured for each sample - are becoming more common. Second, novel experiments
can now measure omic data at single cell resolution, rather than measure averages across all

cells in a tissue.

While multi-omic and single cell datasets are increasing in availability, algorithms for their
analysis are still lacking. Existing algorithms do not address several characteristics of multi-omic
datasets, such as the presence of partial data, and the different structure of the data in different
omics. For single cell data, extant methods do not provide parametric models that take full

advantage of the fine-tuned single-cell measurements to extract new biological knowledge.

In this work we developed methods to analyze multi-omic and single-cell datasets. For multi-
omic data, these methods focused on better characterization of cancer subtypes. For single-cell
data, they focused on understanding epigenetic characteristics of cells, and specifically the

genome organization using single-cell Hi-C data.
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Chapter 1 - Introduction

1.1. Omics data

1.1.1. Omic technologies and their analysis

Looking at the life sciences from a bird’s-eye view, there is a general trend of using tools with
increasingly higher resolution. While early biological research focused mainly on taxonomy, the
advent of the microscope allowed investigation of very small entities [5]. Further developments
originating in physics and chemistry allowed research at the molecular level, for example by using
crystallography to probe the structure of specific proteins [6]. Molecular research identified the
main agents in the biology of the cell as it is currently understood — proteins, DNA and RNA
molecules [7]. These agents were shown to not only teach us about cellular function, but also on

how disease develops [8].

In the second half of the 20" century several techniques were developed that could probe and
guantify to some extent the aforementioned molecular agents. These include southern blots for
DNA [9], northern blots [10] and later real-time PCR for RNA [11], and western blots for protein
[12]. Additionally, methods to sequence DNA (that is — read the string of nucleotides a DNA
molecule is made of) were developed [13]. These methods were limited in that they could only
measure a small number of molecular agents at a time, which should have been predefined when

the experiment was planned.

A major breakthrough occurred with the invention of microarrays, which could quantify RNA
molecules from hundreds or thousands of different genes [14]. This high number of measured
genes allowed an unbiased approach to biological research — to first measure expression levels
of all the genes, and then deduce based on these data which genes are relevant. Experiments

that measure a high number of molecular parameters are called “high-throughput”.

Shortly after microarrays appeared, new techniques to perform DNA sequencing were
discovered (Figure 1) [15]. These led to a dramatic decrease in the cost of sequencing, and to
generation of methods that use sequencing as a “subroutine” to measure other cellular
characteristics. For example, RNA sequencing can be performed by reverse-transcribing RNA into
DNA and then sequencing the DNA. Molecular data generated by high-throughput experiments
are usually accompanied by the suffix “omic” — genomic, transcriptomic (for gene expression),

methylomic (for DNA methylation), and the fields of studying these data are called genomics,



transcriptomics and methylomics accordingly. The term “omics” refers to all these types of data

and their fields of study.

There are several commonly used omic data types. First, DNA mutations measure changes that
occurred to the sequence of the DNA molecule. These include points mutations, and small-scale
insertions and deletions. Additionally, larger changes to the DNA include copy number
aberrations and translocations. Gene expression, which refers to transcribed mRNA molecules,
measured first by microarrays and then using RNA-sequencing (RNA-seq), quantify the presence
of messenger RNA molecules [14], [16]. Other types of RNA molecules, such as micro-RNA and
long non-coding RNA, can also be quantified [17], [18]. DNA methylation measures the frequency
of methyl groups, which affect gene expression, in specific DNA nucleotides [19]. Other omics
that are involved in gene expression regulation include ChIP-seq [20], which is often used to
measure histone modifications, and DNase-seq, MNase-seq and ATAC-seq, which determine
how open a DNA region is [21]. There are omics that measure additional molecular entities, such

as proteomics (proteins) [22], metabolomics (metabolites) [23], and glycomics (sugars) [24].
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Figure 1: lllumina’s sequencing method. Terminally-blocked nucleotides are added, such that only one
nucleotide is added to the end of each DNA molecule. The nucleotides are fluorophore-labeled, such that
imaging allows recognition of the added nucleotide. The fluorophore is then cleaved and washed, and the
next cycle beings. Source: [25].

At the same years that molecular biology techniques were developed, the field of computer
science underwent major developments. In addition to breakthroughs in the theory of
computation and algorithms, computation power and storage increased drastically [26]. This
allowed large amounts of data to be digitally stored and rapidly accessed, and created the need
for algorithms to analyze the collected data. These developments gave birth to branches of

computer science that deal specifically with analyzing large amounts of data, such as machine



and statistical learning [27], [28]. Moreover, different computational communities showed
increased interest in “big data” problems, as demonstrated for example by the work of the

algorithms’ community on clustering [29].

An important consequence of the emergence of high-throughput experiments and omic data is
that it necessitates computational analysis. Classical biological experiments that only measure a
small number of parameters can be analyzed either manually, or using standard statistical
software to run statistical tests. In contrast, analysis of high-throughput data cannot be done
manually, and requires sophisticated methods that must do much more than test a fixed set of

hypotheses.

Computer scientists were interested in biology before the emergence of omics data. Notable
examples of the use of algorithms for biological research can be found in the field of evolution
[30], and in comparing genetic sequences using string alignment approaches [31]. The
convergence of the large-scale biological data and mathematical analysis led to the creation of

the discipline of bioinformatics [32].

An important point to note about analysis of multi-omic data is that of dimensionality. Biological
data has a high dimension (tens of thousands for gene expression, hundreds of thousands for
DNA methylation), while the number of samples is usually relatively small due to the still high
cost of obtaining omics data. These characteristics present several challenges for multi-omic data
analysis. First, robust statistical analysis usually requires that the number of samples be much
higher than the number of features measured for these samples [33]. Second, even if the number
of samples is large, high dimensional data is challenging to analyze due to the “curse of
dimensionality” — an umbrella term for non-intuitive mathematical properties of high
dimensions, such as the behavior of distance metrics [33]. To handle the high dimension and the
high ratio of features to samples, methods usually take advantage of the fact that biological data

can often be well represented in a lower dimension.

Studying omics data is now a ubiquitous paradigm in biological research [34]. Its uses span
through many biological fields, organisms and computational tasks, and we will name a small
number of examples that illustrate this breadth. Spellman et al. identified genes regulated by the
cell cycle in the baking yeast using microarrays [35]. Hannum et al. and Horvath used regression
to predict the age of human individuals based on methylation data from their blood [36], [37].
Geiger et al. used mass spectrometry data to cluster mouse tissues based on their protein

expression [38].



1.1.2. Multi-omics data

Different omic technologies measure different molecular features. Each one of these data types
can be used to characterize biological samples, but joint analysis of multiple omics data types
has the potential to reveal more comprehensive, systems-level insights (Figure 2) [34], [39]. This
notion is what stands at the root of multi-omic analysis. In order to realize this idea, two factors

are required: multi-omic datasets and algorithms to analyze them.

Even with the decreasing cost of sequencing experiments, omic studies are expensive relative to
other biological experiments. Collecting datasets with multiple omics measured per sample
therefore remains an effort that can mostly be carried by large research consortia. A prominent
multi-omic dataset was collected by The Cancer Genome Atlas (TCGA) consortium [40]. The goal
of TCGA was to provide a comprehensive, multi-omic resource with data from human cancer
patients. The project, which started as a joint effort between the USA’s National Cancer Institute
and National Human Genome Research Institute, began in 2006 and collected data for over a
dozen years. The data spans 33 different cancer types, and more than 20,000 individuals. It
includes multiple omics measured from each tumor, including DNA mutations, DNA copy
number, gene expression, DNA methylation, miRNA expression, and quantification of selected
proteins (Figure 3). While not all omics data were collected for all tumors, TCGA still serves as
the largest multi-omic data to date, to the best of our knowledge. In addition to the omic data,
the project collected clinical information about the participating patients and cancers, including
classical pathologic characteristics of the tumors, as well as the age, sex and survival of the
patients. Importantly, the clinical and omic data of TCGA are publicly available, and only the raw

DNA reads, which could be possibly used to identify the patients, have restricted access.
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Figure 2: Omics data and integration. The figure lists omic data type families (e.g. Genome) and specific
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in TCGA. Source: [42].

From a computational standpoint, there are several tasks that can be addressed with multi-omic
data. These tasks can be either specific to the input omics, or more general. An example of a task
that is omic-specific is that of finding expression Quantitative Trait Loci (eQTL) [43], [44]. In this
problem the input is made of the genotypes of many individuals, and these individuals’
expression of each gene in some cell type. The goal is to find genetic variants that are associated
with gene expression. Different versions of the problem exist where gene expression is replaced
with another omic, e.g. by DNA methylation (meQTL) [45], but the first omic must remain the
genotype. Other multi-omic tasks are more general, and can be solved using different omics.

These tasks include multi-omic clustering, dimension reduction, and classification [39].

Multi-omic analysis is challenging for several reasons. First, the high dimensionality of the data
that we described when discussing omic data is further exacerbated in multi-omics. Not only
does the number of features increase (as it is now the sum of the number of features in each
omic separately), but the cost obtaining each sample increases as well, so the number of samples
will tend to be lower in multi-omic datasets. Another major challenge in multi-omic analysis is in
integrating the different types of data, which have diverse distributions. For example, DNA
genotype data is commonly represented as a vector of integers over {0, 1, 2} (since each locus
usually has only two possible alleles in the population, this representation counts the number of
appearances of the minor allele), RNA-sequencing data counts RNA molecules and can have any
integer, and DNA methylation data is provided as continuous numbers between 0 and 1.

Integrative analyses of these different spaces has to find ways to make them comparable.
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1.1.3. Single-cell data

The omic experiments that we discussed so far are performed on a tissue or on a large group of
cells, and therefore the measured features are only averages across these cells. For example, an
RNA-seq experiment will list the number of RNA molecules it detected from a specific gene
aggregated across all the cells in the sample. It cannot be deduced whether the cells in the
experiment all express this gene to the same extent, or whether there is variability among them.
Itis possible that this gene is actually expressed by only a subset of the cells, or that it is expressed
to avarying degree in each cell depending on the cell’s state. Furthermore, if the sample contains
numerous cell types, we cannot distinguish between features that vary across samples because

of actual differences in the measured feature, or because of differences in cell type frequency.

A partial way to overcome this limitation is to perform cell sorting using FACS [46]. This technique
allows to partition biological cells into different groups based on the presence of predefined
proteins. RNA-seq can then be applied to each group separately. This approach is limited in that
it still cannot investigate variability within a cell type. Furthermore, it requires the prior selection
of proteins that allegedly separate between cell types, and thus deviates from the unbiased

approach that is a major advantage of omic studies.

Aware to these problems, biologists have developed single-cell omic approaches [47]. In these
experiments, instead of performing measurements that are averages across many cells, features
are measured in each cell separately. Experiments that measure averages are called bulk
experiments, as opposed to single-cell experiments. While in bulk experiments the output is a
matrix of samples by features, in single-cell experiments the output is a cells by features matrix

for each sample. The number of cells for each biological sample can vary.

Single-cell omic experiments currently mostly use DNA sequencing as a readout. The underlying
idea behind these techniques is to add a short sequence of DNA (or RNA), called a barcode, to all
DNA (or RNA) molecules from a cell, such that all molecules from the same cell have the same
barcode, but different cells have different barcodes (Figure 4) [48]. This way, when the molecules
are sequenced, the barcode can be used to associate each molecule with the cell from which it
came. Additionally, some techniques add a second barcode, that differs between the molecules
in the same cell. Because DNA is duplicated many times prior to sequencing, the second barcode,
which is called the Unique Molecular Identifier (UMI), allows to tell whether two sequenced
molecules are duplications of the same original molecule, or come from different molecules. This

enables better quantification of the data.
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Figure 4: Microfluidics-based single-cell RNA-sequencing. Cells and beads with distinct barcodes are
inserted together into aqueous droplets in an oil medium, such that each droplet usually contains at most
one cell. Within each droplet the cell is lysed, and its mRNA molecules are hybridized to the distinct
barcodes. Source: [49].

The first single-cell methods that were developed and gained popularity were for RNA
sequencing [48]. Contributing to this popularity is the entry of commercial companies, such as
10x Genomics, into this space [50]. Such companies provide a standardized toolkit that reduces
the technical expertise required to perform single-cell experiments. In addition to single-cell
RNA-seq, methods to quantify other omic data at single-cell resolution were developed. These

include single-cell ATAC, methylation, and Hi-C, which we will cover later [51]—-[53].

The main computational challenge of single-cell data is its sampling depth, which results in
sparsity and high variance. The number of sequenced reads from a cell is generally very low
compared to bulk experiments. For example, single-cell RNA-seq (scRNA-seq) data usually have
a few thousands of UMIs per cell, across about twenty thousand genes. The expected value of
the cell by gene matrix is therefore close to zero. Moreover, changes in gene expression between
cells tend to be low. It is possible for cells from different cell types to have only a few percent of
the UMIs to support their difference, and differences within a cell type may be even weaker. All

methods that analyze single-cell data should address this sparsity.

We will briefly illustrate how this sparsity is considered in method development for scRNA-seq.
The gene by cell matrix that is the experiment’s output contains many zero values. A common
debate among developers of single-cell analysis algorithms revolves around modeling these zero

values. Some methods use a zero-inflation model for the distribution of RNA-seq UMI count,
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while others consider the high number of zeros a direct result of the low number of sampled
molecules, together with the possibly low number of actual molecules of a gene in a cell [54].
Although the variance of the UMI count seems too high to stem only from sampling variance,
the zero-inflations opponents reply that bulk RNA-seq data is characterized by over-dispersion,
and that the high zero count in single-cell data may just reflect this high variance, and is unrelated
to zero inflation. Another challenge of scRNA-seq is in estimating the expression of a single gene
in a cell. Because of the data’s sparsity, the measured value will often be either 0 or 1, and will
be very noisy. Other methodological considerations that single-cell methods face include how to
calculate similarities between cells [55], [56], and more recently how to scale to millions of cells

while keeping runtime and space requirements feasible [57], [58].

Our work on single-cell data focuses on Hi-C (to be described later), but also uses scRNA-seq. The
framework we use to analyze scRNA-seq data is called metacell [57], [59]. At its core is the idea
that instead of looking at single cells, we can group together dozens of highly similar cells. Each
group of such similar cells is called a metacell. If we sample enough cells, cells in a metacell would
be highly similar, and all the metacells together will cover the space (often termed “manifold”)
of possible cellular states. The main advantage of metacells is that they are no longer sparse,
since UMIs are accumulated across the dozens of cells they contain, thus solving the challenge

of data sparsity once a metacell model was created.

1.2. Multi-omics clustering for cancer subtyping

1.2.1. Cancer and cancer subtypes

Cancer is a group of diseases characterized by increased cell proliferation. It is currently the
second leading cause of death worldwide, after cardiovascular diseases [60]. Moreover, while
the death rate from cardiovascular diseases has been decreasing significantly in the last few
decades thanks to research into its diagnosis and treatment, death rates from cancers remain

disappointingly steady [61].

The classical partition of cancer into different diseases is based on the tissue of origin. Cancers
attack almost every tissue and cell type in the body, though with different rates. Most cancers
occur at epithelial tissues, which line most organs in the body. Less common are cancers of blood
cells, and rarer still are sarcomas, which are cancers of connective tissues. The tissues in which
cancers are most common are breast, prostate, lung, and colorectal, but all major organs have

cancers [62].
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In spite of the many tissues affected by cancer, the “cancer” umbrella term is used to describe
the disease in all of them. The reason for this is the common features of all cancer types. The
most prominent feature is increased cellular proliferation, which is at the root of the tumor’s
growth [63]. But there are many other common characteristics for different cancers, which have
been summarized as the “hallmarks of cancer” in a seminal work [64]. This work has been
updated twice since its initial publication, to reflect our increasing understanding of cancer
biology [65], [66]. The initial hallmarks were: sustained growth signals, evading growth
suppressors, resisting cell death, inducing angiogenesis (growth of blood vessels), enabling
replicative immortality and activating invasion and metastasis. These hallmarks generally all
reflect the notion of sustaining growth, and resisting the cellular mechanisms that inhibit it. The
first update to the hallmarks added deregulation of cellular energetics and avoiding immune
destruction, as well as two “enabling characteristics”, which are genome instability and tumor-
promoting inflammation. The second update also added polymorphic microbiome, senescent

cells, unlocking phenotypic plasticity and epigenetic reprogramming (Figure 5).
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Figure 5: The hallmarks of cancer and their enabling characteristics. Left: the hallmarks and characteristics
described in the first two “Hallmarks of Cancer” publications. Right: the new hallmarks and characteristics
introduced in the latest “Hallmarks of Cancer” paper. Source: [66].

The above hallmarks describe common biological characteristics of different cancers. But the
differences in tumor biology between tissues are sufficient to treat the diseases as different. For
example, different genes are mutated in different tissues, transcriptional aberrations differ [67],
and tumors from different source tissues metastasize to different locations. Importantly, these
differences between tissues are not reflected only in the biology of the tumors, but also in the
response to treatment. Drugs that are effective in one tissue are not necessarily effective in

another, and the treatment regime largely depends on the tissue of origin [68].
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However, the partition into tumor types does not stop at the tissue level. Even within a tissue
and cell type there is high heterogeneity between tumors, both in their biology and in their
response to therapy [69]. This variance led to the definition of cancer subtypes — further
partitions of classical cancer types. One example for subtypes is seen in breast cancer [70]. There,
a subset of the tumors expresses receptors for the estrogen hormone, which sustain the tumor’s
growth. For these tumors, Tamoxifen is a potent drug. It works by preventing the binding of
estrogen to its receptor in the tumor, thus depriving the tumor of its growth sustaining signals.
The same drug would not be effective in other breast tumors, which do not have high expression
of the estrogen receptor. Much like estrogen, two other types of breast cancers are characterized
by a receptor they express and that sustains their growth —one is the progesterone receptor and
the other is the HER2 gene which is a growth factor receptor. A fourth breast cancer type is called
“triple-negative”, and is characterized by the lack of any of the three growth sustaining receptors

we mentioned.

Breast cancer is not the only cancer with subtypes. Other examples include Acute Promyelocytic
Leukemia, a subtype of Acute Myeloid Leukemia (AML) that responds to ATRA therapy [71], and
Philadelphia syndrome, a subtype of Chronic Myeloid Leukemia that responds to Imatinib [72].

In these examples the subtype is associated with a treatment, but this is not necessarily the case.

Many cancer subtypes were defined before omic technologies were invented. These definitions
usually depend on the tumor’s histopathology, or on the presence of a single protein or
chromosomal aberration. In contrast, omic data measures many features, which can all be used
to characterize tumors. An early example of using omic data in cancer research is the work of
Van't Veer et al. [73]. In this work, the authors developed a classifier that could predict with high
accuracy whether a patient with breast cancer will develop metastases based on gene expression
data. A patient with low risk of metastases may be spared of additional therapy after the initial

treatment, which exacerbates side effects with the goal of decreasing metastases.

Van’t Veer’s work is an example for how to use omic data for patient classification, but omics
data can also be used to detect cancer subtypes de-novo using clustering methods. Such an
analysis, again for breast cancer, was performed by Perou et al. [74]. This analysis identified
subtypes of breast cancer based on gene expression, and these subtypes were associated with

the presence of the classical breast cancer subtypes proteins (e.g. estrogen).

Cluster analyses have since been performed on many cancer types, using many omics. The TCGA
project published a paper for each cancer type, and in these works clustering tumors based on

omic data was a standard part of the analysis (e.g., [75]-[78]). Not all cancer types revealed
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clusters that are strongly matching known tumor biology, and neither do all cancer types contain
a clear discrete partition into subtypes, but clustering omics data has become a widely used

method to better understand cancer’s biology.

Many methods were used to cluster cancer data [79]. These include classical clustering
algorithms, such as k-means, hierarchical clustering, spectral clustering, self-organizing maps,
and consensus clustering. They also include methods that were developed specifically for

biological data, such as CLICK [80].

1.2.2. Multi-omic clustering algorithms

Early works for omic cancer subtyping used single-omic data such as gene expression. The TCGA
initiative, which collected multi-omic datasets, also used at first only single-omics clustering to
define cancer subtypes, and then analyzed the distribution of features from other omics on the
obtained clustering. But later works from TCGA used integrative multi-omic clustering. For
example, lung adenocarcinoma data was clustered using copy number, DNA methylation and
mRNA expression and was found to contain six clusters [81]. Cluster membership was
significantly associated with mutations in specific genes, even though this omic was not used for

the clustering.

Another prominent example for multi-omic clustering in TCGA is the work of Hoadley et al.
(Figure 6) [82]. In this work, data from 12 cancer types was clustered using five omics — DNA copy
number, DNA methylation, gene expression, miRNA expression and protein expression. The goal
of this work was not to define cancer subtypes in a classical cancer type, but to look for clusters
across cancer types. Interestingly, a cluster that included tumors from several cancers was found.
This cluster included tumors of squamous cells: lung squamous cell carcinoma, head and neck

cancer, and a subset of the bladder cancers.
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Figure 6: Multi-omics clustering of pan-cancer data from TCGA. Columns are tumors, and rows represent
features from five different omics. Source: [82].

The algorithmic approaches used for multi-omic clustering are diverse. These approaches are
explained in more detail in Chapter 2, where citations on each approach are provided, but we
will briefly review them here. First, integration methods can be classified based on when the
different omics are integrated: early integration, intermediate integration or late integration.
Early integration methods first concatenate features from all the different omics, and then use
single-omic clustering methods. Their advantage is that there are many off-the-shelf, well-tested
clustering methods whose input is a single matrix and can be used. Their disadvantage is that
they further increase the dimensionality, and do not handle the different distributions of the
different omics. Late integration methods first cluster each omic separately, and then integrate
their clustering results. Again, an advantage is the ability to use demonstrated single-omic
methods. Moreover, here different single-omic clustering methods can be used for different
omics, and can be even methods that support only this one omic. The main disadvantage is the
inability to integrate heterogeneous signals from across different omics. Finally, intermediate
integration methods try to build a model that incorporates all omics, without explicitly

concatenating them.

Intermediate algorithms can also be classified into major categories. Dimension reduction
methods assume that the data come from a low dimension, and that the different omics
represent different mappings of that low dimensional data into higher dimension. Each omic has
a different mapping function, and thus the different distributions of the omics are handled. The

mapping functions are often assumed to be linear, so that the model could be fit, thus limiting
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the expressibility of the models. A second, not entirely disjoint category, is made of statistics-
based methods. These methods often suggest a generative model for the different omics, while
modeling the inter-omic correlations. A statistical method worth mentioning here is PARADIGM
[83]. This method most explicitly presents a model of the cell, and considers known relations
between cellular pathways as part of its model. A Third category of models is similarity-based
methods. These methods calculate similarities in each omic, and these similarities are then used
for clustering in an integrative manner. The similarity calculation offers several advantages. First,
it abrogates the need for a parametric model of the data, such as the linear mappings in
dimension reduction-based methods. Second, similarity values are more easily compared
between different omics. Third, different similarity measures can be used for different omics,
thus making the similarity calculation omic-specific. On the other hand, these methods do not
offer insights at the feature level, such as which features had strong effect on the obtained
clustering. They also do not show connections between feature, either within an omic or

between omics.

A similar problem to multi-omics clustering, called multi-view clustering, was investigated in the
machine-learning community [84]. In this problem, samples need to be clustered based on
different types of measured data, and each type is called a view. For example, if we consider data
where samples are movies, one view can be the movie’s images, and another view can be the
movie’s script. Multi-view methods are usually not specific to one data type, but can be applied
to diverse data types, including omic data. Therefore, multi-view clustering methods can be used

as multi-omic clustering methods.

1.3. Single-cell Hi-C in embryonic development

1.3.1. Genome organization and Hi-C

DNA is a molecule that appears in all living creatures. In Eukaryotes, the DNA is at the cell’s
nucleus, and it is often divided into several chromosomes. The DNA'’s physical structure and
location in the nucleus were speculated for a long time to be involved in cellular regulation, but
tools to investigate its structure were lacking. In the 1980s fluorescence in situ hybridization
(FISH) methods produced the first evidence for the existence of chromosomal territories [85],
[86]. That is, that specific chromosomes tend to be located in specific parts of the nucleus.
Moreover, these methods showed that parts of the DNA that contain highly expressed genes
tend to be located in the center of the nucleus, while parts of the chromosome without highly

expressed genes tend to be at the nucleus’ periphery [87].
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In 2002 Dekker et al. developed Capturing Chromosome Conformation (3C), a technique to
measure the physical distance between pairs of segments of the genome [88]. The experiment
works basically as follows: First, DNA is cross-linked using Formaldehyde. The DNA is then cut
and ligated again. Since the cut DNA molecules can move only a little between the cutting and
the ligation, the probability that two pieces of DNA will be ligated to one another is proportional
to their physical distance before the cutting took place. Using PCR with primers for the two bits

of DNA of interest, the physical distance between the two DNA parts can be assessed.

3C was extended into circular 3C (4C) [89]. While 3C measures the physical contact between a
specific pair of genomic loci (one vs. one), 4C measures the contact of one locus of interest with
all other DNA in the cell (one vs. many). Following 4C, Hi-C, which measures contacts between
all pairs of loci in the genome (many vs many), was introduced by Lieberman-Aiden et al. [90].
Hi-C works similarly to 3C, but it sequences all ligated DNA molecules, and the proportion with
which two DNA loci are seen in the same sequenced molecules is used to estimate their physical
distance. Following Hi-C, other methods in the field of genome organization were developed.
ChIA-PET [91] and HiChlIP [92] are similar to Hi-C, but they measure genomic physical interactions
mediated by a specific protein of interest. Micro-C uses MNase to digest cross-linked DNA,
instead of the cutting that is done in Hi-C using restriction enzymes, and allows for genome

structure investigation at higher resolution [93].

Investigations into the genome structure revealed several main concepts. First is the division of
the genome into compartments [94]. As mentioned previously when discussing FISH, highly
transcribed regions of the genome are found in the center of the nucleus, and lowly transcribed
regions are in the periphery. These two parts of the genome are known as the A and B
compartments, respectively, and can be found in Hi-C data by clustering the genome into two
parts that tend to have many contacts within themselves and a low number of contacts between
them (see Figure 7). Further research found that the compartments correspond to euchromatin
and heterochromatin, that they are overrepresented with specific histone modifications (e.g.
H3K9me3 in heterochromatin), and that the A compartments replicates before the B
compartment during S-phase [95], [96]. Some works attempted to describe chromosomal
compartments in higher resolution using more than two compartments [97], but A/B remains

the most widely used compartmentalization.

Another concept related to chromosomal organization and observed in Hi-C is that of
Topologically Associating Domain (TAD) [98]. These are contiguous stretches of DNA that tend

to self-interact, and that manifest as blocks in the Hi-C contact matrix (Figure 7). The mechanism
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for the formation of such TADs is of high interest, and was found to involve Cohesin rings that
advance along the chromosome until they are blocked by CTCF proteins bound to specific binding
sites on the DNA [99]-[101]. While the formation of TADs is now becoming clearer, their
functional role is still investigated. Among its suggested roles is limiting possible enhancer-
promoter interactions to pairs that are mainly in the same TAD. TADs were shown to form a
coherent unit of DNA replication — DNA in the same TAD will tend to replicate together in the
cell cycle [96]. A concept related to TADs is that of DNA loops. These are cases where two

genomic loci are found to be physically proximal, while their adjacent DNA is not, distinguishing

it from a TAD.
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Figure 7: Left: schematic figure for the Hi-C contact matrix. The rows and columns of the matrix represent
genomic bins, and the value (color intensity) is the number of contacts observed between the two genomic
bins. The figure illustrates how compartments, TADs, and loops look in the matrix. Right: a schematic figure
of the physical structure of the DNA that may give rise to compartments, TADs, and loops as they are
observed in the contact matrix. Source: [102].

The roles of compartments, TADs and loops in genomic regulation is under active research.
Notably, TADs were shown to be relatively consistent across different cell types [97], while
compartments show higher variance — genomic bins whose genes are more highly expressed in
a cell type will tend to be more strongly associated with the A compartment, consistent with the
connection we mentioned previously between gene expression and compartments. Supporting
the role of genome organization in gene regulation is its disruption seen in diseases. For example,
TAD disruption is commonly observed in cancers [103], either through local deletions or as part
of larger genome rearrangements, and TAD disruptions were also found in developmental

diseases [104].

Hi-C data gives rise to several computational challenges. First, calling compartments and TADs

from the Hi-C data is non-trivial. Regions of the genome with close genomic coordinates (that is,
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that are close on the 2D structure of the genome) will also tend to be close in 3D. But to describe
TADs and compartments, we need to find physical contacts that are more frequent than would
be expected based on their 2D proximity. In that sense, Hi-C differs from other omic data in that
its measured signal is inherently probabilistic (and not only due to molecule sampling). A read
that is sequenced in RNA-seq is evidence for a transcript of some gene. A read sequenced in Hi-
C is not indicative of physical contact between these two regions, but only of an increased

probability that these regions are close.

To this end, various ways to normalize the contact frequency for the 2D coordinate distance were
employed. For example, the most common method to detect compartments involves
normalizing contacts for distances, converting the Hi-C matrix into a correlation matrix, and
computing the first or second principal component of that matrix. The sign assigned to each

genomic region indicates whether it belongs to the A or B compartment [90].

Computational tasks in Hi-C analysis are not limited to the detection of organizational entities
such as compartments and TADs, but also include their comparison. For example, several
methods were developed to call differential interactions in Hi-C data [105]. Such differential
analyses are paramount to understand how genome organization varies across cell types, and in

disease.

1.3.2. Mouse embryonic development

Embryonic development investigates the process by which a zygote becomes a mature organism.
In addition to the applications for human fertility and developmental disorders that research into
embryology enables, it is also an important model to investigate cellular differentiation — the

process by which cells specialize to perform a specific function.

Early research in embryology, conducted before the era of molecular biology, established the
concept of differentiation potential. A prominent example is the Spermann and Mangold
experiment, in which they took cells from the dorsal side of an amphibian embryo and
transplanted them in a different place on the embryo [106]. The transplanted cells led to the
development of second set of body structures, demonstrating that the cellular fate of the
transplanted cells was already determined. Such experiments and others demonstrate the
concept of differentiation potential - a cell has the potential to create a specific set of cell types,
and this set decreases during development and differentiation. While early embryonic cells can

create a whole embryo, later ones can create only more specialized cell types.
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With the advent of molecular biology, the cellular processes by which differentiation occurs
could be investigated. Some of the factors that were found to direct these processes include
transcription factors (TFs), secreted morphogens and growth factors, and cell-cell interactions
[107]-[109]. Our understanding of the role of TFs can be demonstrated by the work of Takahashi
et al. [110]. Research into TFs active in embryonic stem cells (ESC) allowed for a screen of TFs
that will cause mature cells to revert to ESCs (Figure 8). This research has transformed research

in embryology and in human biology in general.

ES iPS-MEF24-1-9 MEF

Figure 8: Morphology of mouse ES cells (left), mature fibroblasts reprogrammed to ES cells, and mouse
embryonic fibroblasts (right). Source: [110].

Morphogens are secreted molecules whose gradual change affect cell fate decisions. Some of
the most prominent pathways involving morphogens are the Wnt, SHH and BMP pathways. For
example, gradients of SHH proteins were shown to be involved in limb development [111]. Cell-
cell interactions are important for development both because of the molecules exchanged
between cells, and because of the mechanical forces that cells exert on one another [107]. SHH,
which we mentioned in the context of limb development, is also secreted by the notochord and
affects motor neuron development [112]. The Hippo signaling pathways, which relies on cell
density and the mechanical stress it causes, is important for the first fate decision to take place
in the embryo — that of differentiating to either the inner cell mass (which will proceed to form

the embryo), or to the trophectoderm (which will form the extraembryonic tissues) [113].

Epigenetic factors are also of great importance in embryogenesis. For example, DNA methylation
was observed to undergo two major reprogramming events — one in the creation of the
primordial germ cells (PGCs), and one in the early steps of development post fertilization [114].
The causative role of DNA methylation in development was demonstrated using knock-outs of
major methylation modifying enzymes, such as the methyltransferases DNMT1, DNMT3A and
DNMT3B, and the demethylases TET1-3 [115]. Other epigenetic factors, such as histone
modification, and their relation to chromatin modifying enzymes such as the Polycomb group

complex, were also shown to have an integral role in embryogenesis [116], [117].

The large cell type diversity and the small number of cells make embryonic development

especially suited to benefit from single-cell analyses. Indeed, single-cell studies have been used
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extensively to study embryonic development, including mammalian development, which is more
difficult to study with traditional embryology research methods (Figure 9) [118], [119]. These
studies characterized in high detail the cell types and transcriptional programs that shape

development.
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Figure 9: left: UMAP plot of scRNA-seq data from about 120K mouse embryo cells, taken from mice at ages
E6.5-E8.5. Cells are colored by their annotated cell type. Right: cell type proportions during mouse
embryonic development, calculated from scRNA-seq data. Source: [119].

1.3.3. Single-cell Hi-C

While the role of several epigenetic factors in embryonic development is under investigation, the
role of the genome organization has not been sufficiently studied. Hi-C is traditionally performed
in bulk, and the average signal from many embryonic cell types is not illuminating. Sorting
embryos for specific cell types is also problematic, because of the low number of cells in an
embryo. The chromosomal conformation in embryos is therefore poorly understood. As
mentioned previously, Hi-C experiments showed large differences between mature tissues. How
these changes are established during embryonic development, and what is their role in
differentiation, remains to be discovered. To overcome the shortcomings of bulk analysis, single-

cell Hi-C is needed.
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The first work to perform single-cell Hi-C (scHi-C) was done by Nagano et al. [120]. In this work,
the authors developed the first scHi-C protocol, and applied it to 74 mouse splenic CD4+ T-cells.
Their analysis revealed low variation between cells in terms of intradomain contacts, but showed
variance in terms of interdomain contacts. The conserved intradomain structure is consistent
with bulk studies showing similar TAD structure across cell types. The varying interdomain
contacts suggest that some compartmental differences exist between cells, and not only
between cell types. The work also bridged between the inter-chromosomal structure observed
in microscopy and in bulk Hi-C data. Chromosomes in the microscope appear to be well
separated, but bulk Hi-C data finds many contacts between chromosomes. Nagano et al.
suggested that at the single-cell level, contacts between chromosomes are mostly seen between
specific pairs of chromosomes that are presumably physically close. The abundance of contacts
between chromosomes seen in bulk Hi-C is due to different chromosome pairs being adjacent in

different cells.

A follow-up work from Nagano et al. analyzed the effect of the cell cycle on the genome
organization [121]. The scHi-C protocol in this work was improved into a version very similar to
bulk Hi-C. In this protocol, DNA crosslinking, cutting and ligation are performed in bulk. Cells are
then sorted into 96-well plates, where a tagmentation step takes place, such that each cell is

marked with a specific barcode, similar to other single-cell experimental methods.

Nagano et al. performed scHi-C on 2000 mouse embryonic stem cells in this study. The authors
developed a method to order cells along the cell cycle, based on two main statistics (Figure 10).
The first is the distribution of the chromosomal distances between the two ends of all sequenced
reads from a cell. The second is the ratio between reads sequenced from early replicating regions
compared to late replicating regions. The authors’ approach was confirmed using cells that were
sorted using FACS and known cell cycle measures. The study then continued to delineate changes
in chromosomal structure during the cell cycle, given the inferred computational ordering. The
investigators identified that insulation (which measures the strength of the TAD structure)
increases rapidly following exit from M-phase, further increases during G1, decreases during
replication and decreases more rapidly when entering M-phase. The compartment structure
presents different dynamics, with an increase in compartmentalization from the exit from M, all

the way until late G2, and then a decrease again when re-entering M.
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Figure 10: Contact distance distribution in scHi-C data. Each column represents a cell, and each row a
specific range of genomic distances. The values (colors) represent the fraction of contacts in a cell that
come from each range of genomic distances. Cells are ordered by their inferred point in the cell cycle.
Source: [121].

Other works developed techniques to describe the genome organization of single-cells. Stevens
et al. used an approach based on imaging followed by Hi-C to investigate mouse embryonic stem
cells[122]. In contrast to previous reports, they found variance in TAD structure between cells,
but high conservation of the A/B structure. Ramani et al. used an approach based on
combinatorial indexing, where each cell has two distinct barcodes[123]. Two cells can receive
the same barcode, but the probability that two cells will receive the same two barcodes is low.
They create six scHi-C libraries from synthetic mixtures of different cell lines. Lee et al. developed
a method that measures both DNA methylation and Hi-C for single cells and applied it to the
human prefrontal cortex[124]. To the best of our knowledge, this is the first work that profiled a
tissue with diverse cell types, and showed that they can be distinguished based on their Hi-C
profiles. However, the prefrontal cortex is made of terminally differentiated cells, and no work

used scHi-C to investigate a differentiating system, including in embryogenesis.

Algorithms for the analysis of scHi-C data are scarce. The noisy signal, sparsity, and paucity of
scHi-C data are all challenges facing such algorithms. Nevertheless, several methods were
developed. scHiCluster performs imputation on scHi-C data using convolution (smoothing across
near neighbors) followed by random walks-based imputation[125]. scHiCluster also uses
dimension reduction on the imputed data to study it. Another algorithm does not perform
imputation, but is interested only in dimension reduction, and uses topic modeling for that
purpose[126]. More recently, a method called Higashi was developed[127]. Higashi is based on
hypergraph representation learning and a neural network architecture, and like scHiCluster it
imputes the Hi-C matrix. However, there is still much need for algorithms that can analyze scHi-

C data.

1.4. Summary of articles included in this thesis

1. Multi-omic and multi-view clustering algorithms: review and cancer benchmark

Nimrod Rappoport and Ron Shamir
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Nucleic Acids Research, Volume 46, Issue 20, 16 November 2018, Pages 10546-10562
[1].

Recent high throughput experimental methods have been used to collect large
biomedical omics datasets. Clustering of single omic datasets has proven invaluable for
biological and medical research. The decreasing cost and development of additional high
throughput methods now enable measurement of multi-omic data. Clustering multi-
omic data has the potential to reveal further systems-level insights, but raises
computational and biological challenges. Here, we review algorithms for multi-omics
clustering, and discuss key issues in applying these algorithms. Our review covers
methods developed specifically for omic data as well as generic multi-view methods
developed in the machine learning community for joint clustering of multiple data types.
In addition, using cancer data from TCGA, we perform an extensive benchmark spanning
ten different cancer types, providing the first systematic comparison of leading multi-
omics and multi-view clustering algorithms. The results highlight key issues regarding the
use of single- versus multi-omics, the choice of clustering strategy, the power of generic
multi-view methods and the use of approximated p-values for gauging solution quality.
Due to the growing use of multi-omics data, we expect these issues to be important for

future progress in the field.

NEMO: cancer subtyping by integration of partial multi-omic data
Nimrod Rappoport and Ron Shamir
Bioinformatics, Volume 35, Issue 18, September 2019, Pages 3348—-3356 [2].

Motivation - Cancer subtypes were usually defined based on molecular characterization
of single omic data. Increasingly, measurements of multiple omic profiles for the same
cohort are available. Defining cancer subtypes using multi-omic data may improve our
understanding of cancer, and suggest more precise treatment for patients.
Results - We present NEMO (NEighborhood based Multi-Omics clustering), a novel
algorithm for multi-omics clustering. Importantly, NEMO can be applied to partial
datasets in which some patients have data for only a subset of the omics, without
performing data imputation. In extensive testing on ten cancer datasets spanning 3168
patients, NEMO achieved results comparable to the best of nine state-of-the-art multi-

omics clustering algorithms on full data and showed an improvement on partial data. On
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some of the partial data tests, PVC, a multi-view algorithm, performed better, but it is
limited to two omics and to positive partial data. Finally, we demonstrate the advantage
of NEMO in detailed analysis of partial data of AML patients. NEMO is fast and much
simpler than existing multi-omics clustering algorithms, and avoids iterative
optimization.

Availability and implementation - Code for NEMO and for reproducing all NEMO results
in this paper is in github: https://github.com/Shamir-Lab/NEMO.

Inaccuracy of the log-rank approximation in cancer data analysis
Nimrod Rappoport and Ron Shamir
Mol Syst Biol. (2019) 15: e8754 [3].

Comparing the survival between different groups of patients is widely used in cancer
research, and as a means to benchmark cancer clustering algorithms. The most
commonly used statistical test for such comparisons is the log-rank test. In this work
we show that most software tools use an asymptotic version of the test, which is highly
inaccurate in datasets with the number of patients observed in cancer datasets. We
show that the reported p-values overstate the significance of the results, highlight
previous false discoveries made using this test, and provide an implementation for an

exact test for multiple groups.

MONET: Multi-omic module discovery by omic selection
Nimrod Rappoport, Roy Safra, Ron Shamir
PLOS Computational Biology 16(9): e1008182 [4].

Recent advances in experimental biology allow creation of datasets where several
genome-wide data types (called omics) are measured per sample. Integrative analysis of
multi-omic datasets in general, and clustering of samples in such datasets specifically,
can improve our understanding of biological processes and discover different disease
subtypes. In this work we present MONET (Multi Omic clustering by Non-Exhaustive
Types), which presents a unique approach to multi-omic clustering. MONET discovers
modules of similar samples, such that each module is allowed to have a clustering
structure for only a subset of the omics. This approach differs from most existent multi-

omic clustering algorithms, which assume a common structure across all omics, and from
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several recent algorithms that model distinct cluster structures. We tested MONET
extensively on simulated data, on an image dataset, and on ten multi-omic cancer
datasets from TCGA. Our analysis shows that MONET compares favorably with other
multi-omic clustering methods. We demonstrate MONET's biological and clinical
relevance by analyzing its results for Ovarian Serous Cystadenocarcinoma. We also show
that MONET is robust to missing data, can cluster genes in multi-omic dataset, and reveal
modules of cell types in single-cell multi-omic data. Our work shows that MONET is a
valuable tool that can provide complementary results to those provided by existent

algorithms for multi-omic analysis.

Single cell Hi-C identifies plastic chromosome conformations underlying the
gastrulation enhancer landscape

Nimrod Rappoport*, Elad Chomsky*, Takashi Nagano, Charlie Seibert, Yaniv Lubling,
Yael Baran, Aviezer Lifshitz, Wing Leung, Zohar Mukamel, Ron Shamir, Peter Fraser,
Amos Tanay. * denotes equal contribution.

Accepted to Nature Communications.

Embryonic development involves massive proliferation and differentiation of cell
lineages. This must be supported by chromosome replication and epigenetic
reprogramming, but how proliferation and cell fate acquisition are balanced in this
process is not well understood. Here we use single cell Hi-C to map chromosomal
conformations in post-gastrulation mouse embryo cells and study their distributions
and correlations with matching embryonic transcriptional atlases. We find that
embryonic chromosomes show a remarkably strong cell cycle signature. Despite that,
replication timing, chromosome compartment structure, topological associated
domains (TADs) and promoter-enhancer contacts are shown to be variable between
distinct epigenetic states. About 10% of the nuclei are identified as primitive
erythrocytes, showing exceptionally compact and organized compartment structure.
The remaining cells are broadly associated with ectoderm and mesoderm identities,
showing only mild differentiation of TADs and compartment structures, but more
specific localized contacts in hundreds of ectoderm and mesoderm promoter-enhancer
pairs. The data suggest that while fully committed embryonic lineages can rapidly
acquire specific chromosomal conformations, most embryonic cells are showing plastic

signatures driven by complex and intermixed enhancer landscapes.
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ABSTRACT

Recent high throughput experimental methods have
been used to collect large biomedical omics
datasets. Clustering of single omic datasets has
proven invaluable for biological and medical re-
search. The decreasing cost and development of ad-
ditional high throughput methods now enable mea-
surement of multi-omic data. Clustering multi-omic
data has the potential to reveal further systems-
level insights, but raises computational and biologi-
cal challenges. Here, we review algorithms for multi-
omics clustering, and discuss key issues in applying
these algorithms. Our review covers methods devel-
oped specifically for omic data as well as generic
multi-view methods developed in the machine learn-
ing community for joint clustering of multiple data
types. In addition, using cancer data from TCGA, we
perform an extensive benchmark spanning ten differ-
ent cancer types, providing the first systematic com-
parison of leading multi-omics and multi-view clus-
tering algorithms. The results highlight key issues
regarding the use of single- versus multi-omics, the
choice of clustering strategy, the power of generic
multi-view methods and the use of approximated p-
values for gauging solution quality. Due to the grow-
ing use of multi-omics data, we expect these issues
to be important for future progress in the field.

INTRODUCTION

Deep sequencing and other high throughput methods mea-
sure a large number of molecular parameters in a single ex-
periment. The measured parameters include DNA genome
sequence (1), RNA expression (2,3), DNA methylation (4)
etc. Each such kind of data is termed ‘omic’ (genomics,
transcriptomics, methylomics, respectively). As costs de-

crease and technologies mature, larger and more diverse
omic datasets are available.

Computational methods are imperative for analyzing
such data. One fundamental analysis is clustering - find-
ing coherent groups of samples in the data, such that sam-
ples within a group are similar, and samples in different
groups are dissimilar (5). This analysis is often the first step
done in data exploration. Clustering has many applications
for biomedical research, such as discovering modules of
co-regulated genes and finding subtypes of diseases in the
context of precision medicine (6). Clustering is a highly re-
searched computational problem, investigated by multiple
scientific communities, and a myriad algorithms exist for
this task.

While clustering each omic separately reveals patterns in
the data, integrative clustering using several omics for the
same set of samples has the potential to expose more fine-
tuned structures that are not revealed by examining only a
single data type. For example, cancer subtypes can be de-
fined based on both gene expression and DNA methylation
together. There are several reasons why a clustering based
on multiple omics is desirable. First, Multi-omics clustering
can reduce the effect of experimental and biological noise
in the data. Second, different omics can reveal different cel-
lular aspects, such as effects manifest at the genomic and
epigenomic levels. Third, even within the same molecular
aspect, each omic can contain data that are not present
in other omics (e.g. mutation and copy number). Fourth,
omics can represent data from different organismal levels,
such as gene expression together with microbiome compo-
sition.

A problem akin to multi-omics clustering was investi-
gated independently by the machine learning community,
and is termed ‘multi-view clustering’ (see (7) and ‘A Sur-
vey on Multi-View Clustering’). Multi-view clustering algo-
rithms can be used to perform clustering of multi-omic data.
In the past, methods developed within the machine learning
community have proven useful in the analysis of biomedical
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datasets. However, by and large, multi-view clustering have
not penetrated bioinformatics yet.

In this paper, we review methods for multi-omics clus-
tering, and benchmark them on real cancer data. The data
source is TCGA (The Cancer Genome Atlas) (8)—a large
multi-omic repository of data on thousands of cancer pa-
tients. We survey both multi-omics and multi-view methods,
with the goal of exposing computational biologists to these
algorithms. Throughout this review, we use the terms view
and multi-view instead of omic and multi-omics in the con-
text of Machine Learning algorithms.

Several recent reviews discussed multi-omics integration.
(9-11) review methods for multi-omics integration, and (12)
review multi-omics clustering for cancer application. These
reviews do not include a benchmark, and do not focus on
multi-view clustering. (13) reviews only dimension reduc-
tion multi-omics methods. To the best of our knowledge,
(14) is the only benchmark performed for multi-omics clus-
tering, but it does not include machine learning methods.
Furthermore, we believe the methods tested in the bench-
mark do not represent the current state of the art for multi
omics clustering. Finally, (7) is a thorough review of multi-
view methods, directed to the Machine Learning commu-
nity. It does not discuss algorithms developed by the bioin-
formatics community, and does not cover biological appli-
cations.

REVIEW OF MULTI-OMICS CLUSTERING METHODS

We divide the methods into several categories based on their
algorithmic approach. Early integration is the most sim-
ple approach. It concatenates omic matrices to form a sin-
gle matrix with features from multiple omics, and applies
single-omic clustering algorithms on that matrix. In late in-
tegration, each omic is clustered separately and the cluster-
ing solutions are integrated to obtain a single clustering so-
lution. Other approaches try to build a model that incorpo-
rates all omics, and are collectively termed intermediate in-
tegration. Those include: (i) methods that integrate sample
similarities, (ii)) methods that use joint dimension reduction
for the different omics datasets and (iii) methods that use
statistical modeling of the data.

The categories we present here are not clear-cut, and
some of the algorithms presented fit into more than one cat-
egory. For example, iCluster (15) is an early integration ap-
proach that also uses probabilistic modeling to project the
data to a lower dimension. The algorithms are described in
the categories where we consider them to fit most.

Multi-omics clustering algorithms can also be distin-
guishable by the set of omics that they support. General
algorithms support any kind of omics data, and are there-
fore easily extendible to novel future omics. Omic specific
algorithms are tailored to a specific combination of data
types, and can therefore utilize known biological relation-
ships (e.g. the correlation between copy number and expres-
sion). A mixture of these two approaches is to perform fea-
ture learning in an omic specific way, but then cluster those
features using general algorithms. For example, one can re-
place a gene expression omic with an omic that scores ex-
pression in cellular pathways, and thus take advantage of
existing biological knowledge.
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Throughout this review, we use the following notation:
a multi-omic dataset contains M omics. n is the number of
samples (or patients for medical datasets), p,, is the number
of features in the m’th omics, and X" is the n x p,, matrix
with measurements from the n7’th omic. X7} is therefore the
value of the j’th feature for the 7’th patient in the »’th omic.
p= Zn/:i] Pm 1s the total number of features, and X is the n
x p matrix formed by the concatenation of all X" matrices.
Throughout the paper, for a matrix 4, we use 4’ to desig-
nate its transpose, and consistently with the X" notation,
we use 4™ for matrix indexing (and not for matrix power-
ing). Additional notation is chosen to follow the original
publications and common conventions.

Figure 1 summarizes pictorially the different approaches
to multi-omics clustering. A summary table of the methods
reviewed here is given in Table 1.

Early integration

Early integration is an approach that first concatenates all
omic matrices, and then applies single-omic clustering al-
gorithms on that concatenated matrix. It therefore enables
the use of existing clustering algorithms. However, this ap-
proach has several drawbacks. First, without proper nor-
malization, it may give more weight to omics with more fea-
tures. Second, it does not consider the different distribution
of data in the different omics. Finally, it increases the data
dimension (the number of features), which is a challenge
even in some single-omic datasets. When applying early in-
tegration algorithms designed specifically for multi-omics
data, or when running single-omic methods on a concate-
nated matrix, these drawbacks must be addressed. Normal-
ization of the features in different omics can assist in han-
dling the different distributions, and feature selection can be
used to decrease the dimension and to give different omics
an equal prior opportunity to affect the results.

An additional way to handle the high dimension of the
data is by using regularization, i.e. adding additional con-
straints to a problem to avoid overfitting (76). Specifically,
LASSO (Least Absolute Shrinkage and Selection Operator)
regularization creates models where the number of features
with non-zero effect on the model is low (77), and regu-
larization of the nuclear norm is often used to induce data
sparsity. Indeed, LASSO regularization is used by iCluster
(15) (reviewed in a later section), and LRACluster uses nu-
clear norm regularization (reviewed in this section). While
any clustering algorithm can be applied using early integra-
tion, we highlight here algorithms that were specifically de-
veloped for this task.

LRACIluster (16) uses a probabilistic model, where nu-
meric, count and binary features have distributions deter-
mined by a latent representation of the samples ©. For ex-
ample, X;’]’ is distributed o exp(—%(XZf — @;’} %), where ©”
is of the same dimensions as X™. The latent representation
matrix is encouraged to be of low rank, by adding a regular-
ization on its nuclear norm. The objective function for the
algorithm is —log (model’slikelihood) + w - |®l« where © is
the concatenation of all ®” matrices, and | - I+ is the nuclear
norm. This objective is convex and provides a global op-
timal solution, which is found using a fast gradient-ascent
algorithm. ® is subsequently clustered using k-means. This
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Table 1. Multi-omic clustering methods

Method Description Refs. Implementation

Early integration

LRAcluster® Data originate from low rank matrix, omic data (16) R
distributions modeled based on it

Structured sparsity Linear transformation projects data into a cluster (17) Matlab
membership orthogonal matrix

Alternate optimization

MV k-means, MV EM Alternating k-means and EM. Each iteration is done (18) NA
w.r.t. a different view

Late integration

COCA Per omic clustering solutions integrated with (19) NA
hierarchical clustering

Late fusion using latent Per omic clustering solutions integrated with PLSA (20) NA

models

PINS® Integration of co-clustering patterns in different (21) R
omics. The clusterings are based on perturbations to
the data

Similarity-based methods

Spectral clustering Generalizations of similarity based spectral (22-25) Matlab

generalizations clustering to multi-omics data

Spectral clustering with Generalizations of spectral clustering by random (26,27) NA

random walks walks across similarity graphs

SNF* Integration of similarity networks by message passing (28,29) R, Matlab

rMKL-LPP* DR using multiple kernel learning; similarities (30) ok
maintained in lower dimension

Dimension reduction

General DR framework General framework for integration with DR (31) NA

JIVE Variation in data partitioned into joint and (32) Matlab,R (33)
omic-specific

CCA* DR to axes of max correlation between datasets. (34-43), CCA for R, two omics (44), R,
Generalizations: Bayesian, kernels, >2 omics, sparse count data multiple omics
solutions, deep learning, count data

PLS DR to axes of max covariance between datasets. (45-52) R, two omics, Matlab,
Generalizations: kernels, >2 omics, sparse solutions, multiple omics
partition into omic-specific and joint variation

MCIA DR to axes of max covariance between multi-omic (53) R
datasets

NMF generalizations® DR using generalizations of NMF to multi-omic data (54-57), MultiNMF (Matlab)

EquiNMF, (58,59)

Matrix tri- factorization DR. Each omic describes the relationship between (60) NA
two entities

Convex methods DR with convex objective functions, allowing unique (16,61,62) Matlab
optimum and efficient computation

Low-rank tensor MV Factorization based on low-rank tensors (63) Matlab

clustering

Statistical methods

iCluster/Plus/Bayes® Data originate from low dimensional representation, (15,64,65) R
which determines the distribution of the observed
data

PARADIGM Probabilistic model of cellular pathways using factor (66) REST API
graphs

Disagreement between Methods based mainly on hierarchical Dirichlet (67-71) BCC (R)

clusters processes; clustering in different omics need not agree

Survival-based Probabilistic model; patient survival data used in the (72,73) SBC (R)
clustering process

Deep learning

Deep learning methods Neural networks used for integration. A variant of (37,74,75) DeepCCA (Python)

CCA, early integration and middle integration
approaches

DR: dimension reduction; EM: expectation maximization; MV: multi-view; PLSA: Probabilistic Latent Semantic Analysis; CCA: Canonical Correlation
Analysis; PLS: Partial Least Squares; NMF: non-negative matrix factorization. *Methods included in the benchmark. Single-omic k-means and spectral

clustering were also included in the benchmark. ** Available from the authors upon request.
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Early integration: Concatenate omics
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Similarity-based methods:

Compute per omic similarities
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Dimension reduction methods:
Low dimensional representation

Samples

Statistical methods: Probabilistic modeling

Figure 1. Overview of multi-omics clustering approaches.

method was used to analyze pan-cancer TCGA data from
eleven cancer types using four different omics, and to fur-
ther find subtypes within these cancer types.

In (17), all omics are concatenated to a matrix X and
the algorithm minimizes the following objective: || X W +
1,b' — FlI3+ y||Wllg,. Wis a p x k projection matrix, F
is an n X k cluster indicator matrix such that F'F = I, 1,
is a column vector of length n of 1’s, b is an intercept col-
umn vector of dimension k and vy is a scalar. The algorithm
therefore seeks a linear transformation such the projected
data are as close to a cluster indicator matrix as possible.
That indicator matrix is subsequently used for clustering.
The regularization term uses the G; norm, which is the /,
norm for W entries associated with a specific cluster and
view, summed over all views and clusters. Therefore, fea-
tures that do not contribute to the structure of a cluster will
be assigned with low coefficients in .

Alternate optimization

Early research for integration of two views was performed
in (78). This work improved classification accuracy for semi-
supervised data with two views using an approach termed
co-training, and inspired others to analyze multi-view data.
One of the first attempts to perform multi-view clustering
was (18). In this work, EM (expectation maximization) and
k-means, which are widely used single-omic clustering al-
gorithms, were adapted for multi-view clustering. Both EM
and k-means are iterative algorithms, where each iteration
improves the objective function value. The suggested multi-
view versions perform optimization in each iteration with
respect to a different omic in an alternating manner. This
approach loses theoretical guarantees for convergence, but
was found to outperform algorithms that use each view sep-
arately, and also naive early integration methods that clus-
ter the concatenated matrix of the two views. Interestingly,
(18) report improved results using the multi-view cluster-
ing algorithms on single-view datasets that were randomly
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split to simulate multi-view data. This was the first evidence
for improved clustering using multiple views, and for the
utility of a multi-view algorithm in clustering single-view
data. While this work was very influential, other prelimi-
nary multi-view clustering methods (e.g. (22,31)) were since
shown to achieve better results on datasets where the gold
standard is known.

Late integration

Late integration is an approach that allows to use exist-
ing single-omic clustering algorithms on single-omic data.
First, each omic is clustered separately using a single-omic
algorithm. Different algorithms can be used for each omic.
Then, the different clusterings are integrated. The strength
of late integration lies in that any clustering algorithm can
be used for each omic. Algorithms that are known to work
well on a particular omic can therefore be used, without
having to create a model that unifies all of these algorithms.
However, by utilizing only clustering solutions in the inte-
gration phase we can lose signals that are weak in each omic
separately.

COCA (19) was applied to pan-cancer TCGA data, to
investigate how tumors from different tissues cluster, and
whether the obtained clusters match the tissue of origin.
The algorithm first clusters each omic separately, such that
the m’th omic has ¢, clusters. The clustering of sample i
for omic m is encoded in a binary vector v;, of length c,,,
where v;,,(j) = 1 if i belongs to cluster j and 0 otherwise. The
concatenation of the v;,, vectors across all omics results in a
binary cluster indicator vector for sample i. The n x ¢ bi-
nary matrix B of these indicator vectors, where ¢ = X l.’Z 1Cm>»
is used as input to consensus clustering (79) to obtain the fi-
nal clustering of the samples. Alternatively, in (20) a model
based on Probabilistic Latent Semantic Analysis (80) was
proposed for clustering B. These two methods allow any
clustering algorithm to be used on each single omic, and
therefore have an advantage when a method is known to
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perform well for a particular omic. Additionally, they can be
used given the clustering solution only when the raw omic
data are unavailable.

PINS (21) integrates clusters by examining their connec-
tivity matrices for the different omics. Each such matrix S§”
is a binary n x n matrix, where S} = 1 if patients i and j
are clustered together in omic m, and 0 otherwise. These S™
matrices are averaged to obtain a single connectivity ma-
trix, which is then clustered using different methods based
on whether the different S” matrices highly agree with each
other or not. The obtained clusters are tested if they can be
further split into smaller clusters. To determine the number
of clusters for each omic and for the integrated clustering,
perturbations are performed on the data by adding Gaus-
sian noise to it, and the number of clusters is chosen such
that the resulting clustering is robust to the perturbations.
Unlike the previously presented late integration methods,
PINS requires the original data and not only the clustering
of each omic, since it performs perturbations to the data.

Several methods for ensemble clustering were developed
over the years, and are reviewed in (81). While these were
not originally developed for this purpose, they can be used
for late multi-omics clustering as well.

Similarity-based methods

Similarity-based methods use similarities or distances be-
tween samples in order to cluster data. These methods com-
pute the similarities between samples in each omic sepa-
rately, and vary in the way these similarities are integrated.
The integration step uses only similarity values. Since in cur-
rent multi-omic datasets, the number of samples is much
smaller than the number of features, these algorithms are
usually faster than methods that consider all features while
performing integration. However, in such methods it may be
more difficult to interpret the output in terms of the orig-
inal features. An additional advantage of similarity-based
methods is that they can easily support diverse omic types,
including categorical and ordinal data. Each omic only re-
quires a definition of a similarity measure.

Spectral clustering generalizations. Spectral clustering (82)
is a widely used similarity-based method for clustering
single-view data. The objective function for single-view
spectral clustering is maxytrace(U' LU) s.t. U'U = I, where
L is the Laplacian (83) of the similarity matrix of dimension
n x n, and U is of dimension n x k, where k is the num-
ber of clusters in the data. Intuitively, it means that sam-
ples that are similar to one another have similar row vectors
in U. This problem is solved by taking the k first eigenvec-
tors of L (details vary between versions that use the normal-
ized and the unnormalized graph Laplacian), and clustering
them with a simple algorithm such as k-means. The spectral
clustering objective was shown to be a relaxation of the dis-
crete normalized cut in a graph, providing an intuitive ex-
planation for the clustering. Several multi-view clustering
algorithms are generalizations of spectral clustering.

An early extension to two views performs clustering by
computing a new similarity matrix, using the two views’
similarities (22). Denote by W) and W, the similarity ma-
trices for the two views. Then the integrated similarity, W,

is defined as W W,. Spectral clustering is performed on the

block matrix
o w
w o

Note that each eigenvector for this matrix is of length 2n.
Either half of the vector or an average of the two halves are
used instead of the whole eigenvectors for clustering using
k-means. Note that this method is limited in that it only sup-
ports two views.

(23) generalizes spectral clustering for more than two
views. Instead of finding a global U matrix, a matrix U™
is defined for each omic. The optimization problem is:

,,,,, U"”Emtrace(UthmUm)
+i-Reg st.Vm U"U™ = I.

L™ is the graph Laplacian for omic m and Reg is a regu-
larization term equal to either %, 4, U™ U™ U™ U™' or
3, U U™ U* U* with the additional constraint that U* is
an n X k matrix such that U*' U* = I.

Chikhi (24) uses a different formulation, which does not
require a different U™ for each omic, but instead uses the
same U for all matrices. The following objective function is
used:

maxyZptrace(U' L"U)st. U'U = 1

This is equivalent to performing spectral clustering on the
Laplacian X, L. The obtained clusters are then further im-
proved in a greedy manner, by changing the assignment of
samples to clusters, while looking directly at the discrete
normalized cut objective, rather than the continuous spec-
tral clustering objective.

Li (25) suggests a runtime improvement over (23). In-
stead of looking at the similarity matrix for all the samples,
a small set of ‘representative’ vectors, termed salient points,
are calculated by running k-means on the concatenation of
all omics and selecting the cluster centers. A similarity ma-
trix is then computed between all these samples in the data
and their s nearest salient points. Denote this similarity ma-
trix for the n’th omic by W, and let Z" be its normaliza-
tion such that rows sum to 1. These matrices are of dimen-
sion 7 x the number of salient points. Next, the matrices

7]

Zmz 0

are given as input to an algorithm with the same objective
as (24). This way, similarities are not computed between all
pairs of samples.

The methods above differ in several ways. (23) allows each
omic to have a different low dimensional representation,
and has a parameter that controls the trade-off between
how similar these representations are, and how similarities
in the original data are maintained in U”. Therefore, it al-
lows to express cases where the omics are not assumed to
have the same similarity structure (e.g., two samples can be
similar in one omic but different in another). On the other
hand, Chikhi (24) assumes the same similarity structure,
and its greedy optimization step can result in an improved
solution in such cases. (25) can be used when the number of
samples is exceptionally large.
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Zhou and Burges (26) views similarity matrices as net-
works, and examines random walks on these networks.
Random walks define a stationary distribution on each net-
work, which captures its similarity patterns (84). Since that
stationary distribution is less noisy than the original similar-
ity measures, Zhou and Burges (26) uses them instead to in-
tegrate the networks. Xia (27) also examines random walks
on the networks, but argues that the stationary distribution
in each network can still be noisy. Instead, the authors com-
pute a consensus transition matrix, that has minimum total
distance to the per-omic transition matrices and is of mini-
mal rank. Random walks are highly related to spectral clus-
tering; using a normalized variant of the graph’s Laplacian
in spectral clustering results in a solution in which random
walks seldom cross between clusters (82). These random
walk-based methods are currently competitive with other
spectral clustering methods.

Similarity Network Fusion. SNF (Similarity Network Fu-
sion) first constructs a similarity network for every omic
separately (28,29). In each such network, the nodes are sam-
ples, and the edge weights measure the sample similarity.
The networks are then fused together using an iterative pro-
cedure based on message passing (85). The similarity be-
tween samples is propagated between each node and its k
nearest neighbors.

More formally, denote by W the similarity matrix for
the n’th omic. Initially a transition probability matrix be-
tween all samples is defined by:

W, j) .
PG, j) = {W I7
2 J =1
and a transition porbability matrix between nearest neigh-
bors is defined by:
W, j ,
S, j) = {W% J €N
, otherwise

where NV; are i’s k nearest neighbors in the input X™ matrices.
The P matrices are updated iteratively using message pass-

(k)
ing between the nearest neighbors: Pﬁ)] = St Zianli_ gm)

where Pq(m) is the matrix for omic m at iteration ¢. This pro-
cess converges to a single similarity network, summarizing
the similarity between samples across all omics. This net-
work is partitioned using spectral clustering.

In (29), SNF is used on gene expression, methylation and
miRNA expression data for several cancer subtypes from
TCGA. In addition to partitioning the graph to obtain can-
cer sutbypes, the authors show that the fused network can
be used for other computational tasks. For example, they
show how to fit Cox proportional hazards (86), a model that
predicts prognosis of patients, with a constraint such that
similar patients in the integrated network will have similar
predicted prognosis.

rMKL-LPP. Kernel functions implicitly map samples to
a high (possibly infinite) dimension, and can efficiently mea-
sure similarity between the samples in that dimension. Mul-
tiple kernel learning uses several kernels (similarity mea-
sures), usually by linearly combining them, and is often used
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in supervised analysis. (30) developed rMKL-LPP (regu-
larized Multiple Kernel Learning with Locality Preserving
Projections), which uses multiple kernel learning in unsu-
pervised settings. The algorithm performs dimension reduc-
tion on the input omics such that similarities (defined us-
ing multiple kernels) between each sample and its nearest
neighbors are maintained in low dimension. This represen-
tation is subsequently clustered with k-means. rMKL-LPP
allows the use of diverse kernel functions, and even multi-
ple kernels per omic. A regularization term is added to the
optimization problem to avoid overfitting. The authors run
the algorithm on five cancer types from TCGA, and show
that using multiple kernels per omic improves the prognos-
tic value of the clustering, and that regularization improves
robustness.

Dimension reduction-based methods

Dimension reduction-based methods assume the data have
an intrinsic low dimensional representation, with that low
dimension often corresponding to the number of clusters.
The views that we observe are all transformations of that
low dimensional data to a higher dimension, and the pa-
rameters for the transformation differ between views. This
general formulation was proposed by (31), which suggest to
minimize 7w, /(X™, f,(B)), where B is a matrix of di-
mension n X p, f,, are the parametrized transformations,
and w,, are weights for the different views, and / is a loss
function. The work further provides an optimization al-
gorithm when the f;, transformations are given by matrix
multiplication. That is, f,,(B) = BP", and [ is the squared
Frobenius norm applied to X — BP". Once B is calcu-
lated, single-omic clustering algorithm can be applied to it.
This general framework is widely used. Since the transfor-
mation is often assumed to be linear, many of the dimen-
sion reduction methods are based on matrix factorization.
Dimension reduction methods work with real-valued data.
Applying these methods to discrete binary or count data is
technically possible but often inappropriate.

An advantage of linear dimension reduction methods is
that they provide some interpretation for the dominant fea-
tures in each cluster. For example, in the general framework
just presented, each entry in the P matrix can be consid-
ered as the weight of a feature in a cluster. Such interpre-
tation is missing from similarity-based methods, which ig-
nore the original features once the similarities between sam-
ples were calculated. Therefore, dimension reduction meth-
ods may be useful when an association between clusters and
features is needed.

JIVE. (32) assumes that the variation in each omic can
be partitioned to a variation that is joint between all omics,
and an omic-specific variation: X" = J" + A" + E" where
E™ are error terms. Let J and A4 be the concatenated J” and
A™ matrices, respectively. The model assumes that J4' = 0,
that is, the joint and omic specific variations are uncorre-
lated, and that rank(J) = r and rank(A4;) = r; for each omic,
so that the structure of each omic and the total joint vari-
ation are of low rank. In order for the weight of the dif-
ferent omics to be equal, the input omic matrices are nor-
malized to have equal Frobenius norm. A penalty term is
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added to encourage variable sparsity. This method was ap-
plied to gene expression and miRNA data of Glioblastoma
Multiforme brain tumors, and identified the joint variation
between these omics.

Correlation and covariance-based. Two of the most widely
used dimension reduction methods are Canonical Correla-
tion Analysis (CCA) (34) and Partial Least Squares (PLS)
(45). Given two omics X! and X?, in CCA the goal is to find
two projection vectors 1! and u? of dimensions p; and ps,
such that the projected data has maximum correlation:

czrgmaxul,uzcorr(X1 u', X2u?)

These projections are called the first canonical variates, and
are the axis with maximal correlation between the omics.
The k’th pair of canonical variates, u} and u7 are found such
that correlation between X'u} and X?u7 is maximal, given
that the new pair is uncorrelated (that is, orthogonal) to the
previous canonical variates. Chaudhuri et al. (87) proved
and showed empirically that if the data originate from nor-
mal or log concave distributions, the canonical variates can
be used to cluster the data. CCA was formulated in a prob-
abilistic framework such that the optimization solutions are
maximum likelihood estimates (88), and further extended to
a Bayesian framework (35). An additional expansion to per-
form CCA in high dimension is Kernel CCA (36). A deep-
learning based CCA method, DeepCCA, was recently de-
veloped (37). Rather than maximize the correlation between
linear projections of the data, the projections are taken to
be functions of the data calculated using neural networks,
and the optimization process optimizes the parameters for
these networks.

Solving CCA requires inversion of the covariance matrix
for the two omics. Omics data usually have a higher number
of features than samples, and these matrices are therefore
not invertible. To apply CCA to omics data, and to increase
the interpretability of CCA’s results, sparsity regularization
was added (38,39).

CCA supports only two views. Several works extend it to
more than two views, including MCCA (39) which maxi-
mizes the sum of pairwise correlations between projections
and CCA-RLS (40). Luo et al. (41) generalize CCA to ten-
sors in order to support more than two views.

Another line of work on CCA, with high relevance for
omics data, investigated relationships between the features
while performing the dimension reduction. ssCCA (struc-
ture constrained sparse CCA) allows to incorporate into the
model known relationships between features in one of the
input omics, and force entries in the u’ vector for that view
to be close for similar features. This model has been devel-
oped by (42) and utilized microbiome’s phylogenies as the
feature structure. Another model that considers relation-
ship between features was developed in (43). In this work,
rather than defining similarities between features, they are
partitioned into groups. Regularization is performed such
that both irrelevant groups and irrelevant features within
relevant groups are removed from the model. Finally, Po-
dosinnikova et. al, in ‘Beyond CCA: Moment matching for
multi-view models’, extended CCA to support count data,
which are common in biological datasets.

PLS also follows a linear dimension reduction model, but
maximizes the covariance between the projections, rather
than the correlation. More formally, given two omics X!
and X, PLS computes a sequence of vectors u} and u3 for
k=1, 2, ... such that cov(X'u}, X?u}) is maximal, given
that ul'u} = 1, u2'u} = 1, and cor(X'u}, X'u}) = 0 for [ <
k. That is, new projections are not correlated with previous
ones. PLS can be applied to data with more features than
samples even without sparsity constraints. A sparse solu-
tion is nonetheless desirable, and one was developed (46,47).
02-PLS increases the interpretability of PLS by partition-
ing the variation in the datasets into joint variation between
them, and variations that are specific for each dataset and
that are not correlated with one another (48). While PLS
and O2-PLS were originally developed for chemometrics,
they were recently used for omics data as well (89,90). PLS
was also extended to use the kernel framework (49), and a
combined version of kernel PLS and O2 PLS was developed
(50).

Like CCA, PLS was developed for two omics. MBPLS
(Multi Block PLS) extends the model to more than two
omics (91), and sMBPLS adds sparsity constraints. sSMB-
PLS was developed specifically for omics data (51). It
looks for a linear combination of projections of non-gene-
expression omics that has maximal correlation with a pro-
jection of gene expression omic. An extension of O2PLS
also exists for multi-view datasets (52).

Both CCA and PLS can be used in cases where high in-
terpretability is wanted. The different u} and u7 vector pairs
are those along which the correlation (or covariance) be-
tween patients is maximal. They can therefore be used to
associate between features from the different views.

An additional method that is based on maximizing co-
variance in low dimension is MCIA (53), an extension of
co-inertia analysis to more than two omics (92). It aims
to find projections for all the omics such that the sum of
squared covariances with a global variation axis is maxi-
mal: maxuer,f:lcovz(Xmum, v). The projections of differ-
ent omics can be used to evaluate the agreement between
the different omics (the distance between projections reflects
the level of disagreement between omics). Each of the pro-
jections can be used as a representation for clustering.

Non-negative Matrix Factorization. Non-negative Matrix
Factorization (NMF) assumes that the data have an intrin-
sic low dimensional non-negative representation, and that a
nonnegative matrix projects it to the observed omic (93). It
is therefore only suitable for non-negative data. For a single
omic, denote by k the low dimension. The formulation is X
~ WH, where X is the n x p observed omic matrix, Wis n
x kand His k x p. The objective function is || X — WH||§,
and it is minimized by updating /¥ and H in an alternating
manner, using multiplicative update rules, such that solu-
tions remain non negative after each update (94). The low
dimension representation W can be clustered using a sim-
ple single-omic algorithm. Like other dimension reduction
methods, the W and H matrices can be used to better under-
stand the weight of each feature in each cluster. The non-
negativity constraint makes this weight more interpretable.
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Several methods generalize this model to multi-omic
data. MultiNMF (54) uses the following generaliza-
tion: Each omic X" is factorized into W”H". This
model is equivalent to performing NMF on each omic
separately. Integration between the omics is done by
adding a constraint that the W matrices are close
to a ‘consensus’ matrix W*. The objective function
is therefore: =M || X™ — W H™||5 + AZM || — WH|)3.
Kalayeh et al. (55) generalizes this method to support
weights for features’ and samples’ similarity. (56) extend
MultiNMF by further requiring that the low dimensional
representation W* maintains similarities between samples
(samples that are close in the original dimension must be
close in W*). This approach combines factorization and
similarity-based methods.

Joint NMF (57) uses a different formulation, where a
sample has the same low dimensional representation for all
omics: X" ~ WH". Note that by writing X = WH where
X and H are obtained by matrix concatenation, this model
is equivalent to early integration. Joint NMF is not directly
used for clustering. Rather, the data are reduced to a large
dimension (k = 200) and high values in ¥ and H™ are used
to associate samples and features with modules that are
termed ‘md-modules’. The authors applied Joint NMF on
miRNA, gene expression and methylation data from ovar-
ian cancer patients, and showed that functional enrichment
among features that are associated with md-modules that
is more significant than the enrichment obtained in single-
omic modules. In addition, patients in certain modules have
significantly different prognosis compared to the rest of the
patients. Much like (56) extends multiNMF, EquiNMF ex-
tends Joint NMF such that similarities in the original omics
are maintained in lower dimension. (58) extends NMF to
the case where different views can contain different samples,
but constrains certain samples from different views to be-
long to the same cluster based on prior knowledge. Finally,
PVC (59) performs partial multi-view clustering. In this set-
ting, not all samples necessarily have measurements for all
views.

The difference between MultiNMf and Joint NMF
resembles the difference described previously between
similarity-based methods. MultiNMF allows for different
omics to have different representations, where the similarity
between them is controlled by a parameter. It can therefore
be used in cases where the different omics are not expected
to have the same low dimensional representation.

Matrix tri-factorization. An alternative factorization ap-
proach presented in (60) is tri-matrix factorization. In this
framework, each input omic is viewed as describing a re-
lationship between two entities, which are its rows and
columns. For example, in a dataset with two omics, gene ex-
pression and DNA methylation of patients, there are three
entities which are the patients, the genes and the CpG loci.
The gene expression matrix describes a relationship between
patients and genes, while the methylation matrix describes
a relationship between patients and CpG loci.

Each omic matrix R; of dimension n; x n; that describes
the relationship between entities i and j is factorized as
R = G;S;G';, where G; and G; provide a low dimensional
representation for entities i/ and j respectively and are of di-
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mensions #; x k; and n; x k;, and Sj; is an omic-specific
matrix of dimension k; x k;. As in NMF, the G; matrices
are non-negative. The same G; matrix is used in all omics
with entity 7, and in this way data integration is achieved.
In the above example, both the gene expression and DNA
methylation omics will use the same G matrix to represent
patients, but different matrices to represent genes and CpG
loci. In this model, an additional matrix describing the rela-
tionship between genes and CpGs could optionally be used.
This is a major advantage of matrix tri-factorization, as it
allows to incorporate prior known relations between differ-
ent entities, without changing the input omic matrices. (60)
adds constraints to the formulation that can encourage en-
tities to have similar representations. This framework was
applied to diverse problems in bioinformatics, including in
supervised settings: It was used to perform gene function
prediction (60), and for patient survival regression (95).

Convex formulations. A drawback of most factorization-
based methods is that their objective functions are not con-
vex, and therefore optimization procedures do not neces-
sarily reach a global optimum, and highly depend on ini-
tialization. One solution to this issue is by formulating di-
mension reduction as a convex problem. White et al. (61)
relaxes CCA’s conditions and defines a convex variant of
it. Performance was assessed on reducing noise in images,
but the method can also be used for clustering. However,
like CCA, the method only supports two views. Guo (62)
presents a different convex formulation for dimension re-
duction, for the general factorization framework presented
earlier, which minimizes EH’Y:]HX’" — BP"’ll%r + Y Bll2.1-
-1 is the b 1 norm, namely the sum of the Euclidean
norms of the matrix rows. This relaxation therefore sup-
ports multiple views. LR Acluster (16) also uses matrix fac-
torization and has a convex objective function.

Tensor-based methods. A natural extension of factoriza-
tion methods for multi-omic data is to use tensors, which
are higher order matrices. One such method is developed in
(63). This method writes each omic matrix as X" = Z" X"
+ E", diag(Z") = 0, where Z™ is an n x n matrix and E™ are
error matrices. The idea is that each sample in each omic
can be represented as a linear combination of other sam-
ples (hence the diag(Z™) = 0 constraint), and that its repre-
sentation in that base (Z™) can then be used for clustering.
To integrate the different views, the different Z” matrices
are merged to a third-order tensor, Z. The objective func-
tion encourages Z to be sparse, and the £ error matrices
to have a small norm.

Statistical methods

Statistical methods model the probabilistic distribution of
the data. Some of these methods view samples as originat-
ing from different clusters, where each cluster defines a dis-
tribution for the data, while other methods do not explic-
itly use the cluster structure in the model. An advantage
of the statistical approach is that it allows to include bio-
logical knowledge as part of the model when determining
the distribution functions. This can be done either using
Bayesian priors or by choosing probabilistic functions, e.g.
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using normal distribution for gene expression data. An ad-
ditional advantage of statistical frameworks is their ability
to make ‘soft’, probabilistic decisions. For example, a sta-
tistical method can not only assign a sample to a cluster,
but can also determine the probability that the sample be-
longs to the cluster. For most formulations, parameter esti-
mation is computationally hard, and different heuristics are
used. Several models under the Bayesian framework allow
for samples to belong to different clusters in different omics.

iCluster and iCluster+. iCluster (15) assumes that the data
originate from a low dimension representation, which deter-
mines the cluster membership for each sample: X" = W Z
+ €, where Z is a k X n matrix, W™ is an omic specific p,,, X k
matrix, k is the number of clusters and €™ is a normally dis-
tributed noise matrix. This model resembles other dimen-
sion reduction models, but here the distribution of noise
is made explicit. Under this model iCluster maximizes the
likelihood of the observed data with an additional regular-
ization for sparse W matrices. Optimization is performed
using an EM-like algorithm, and subsequently k-means is
run on the lower dimension representation of the data Z
to get the final clustering assignments. iCluster was applied
to breast and lung cancer, using gene expression and copy
number variations. iCluster was also recently used to cluster
more than ten thousand tumors from 33 cancers in a pan-
cancer analysis (96). Note that by concatenating all W™ ma-
trices to a single W matrix, and rewriting the model as X’
= WZ + €, iCluster can be viewed as an early integration
approach.

iCluster’s runtime grows fast with the number of features,
and therefore feature selection is essential before using it, as
was shown in (29). Shen et al. (15) only use genes located on
one or two chromosomes in their analysis.

Since iCluster’s model uses matrix multiplication, it re-
quires real-values features. An extension called iCluster+
(64) includes different models for numeric, categorical and
count data, but maintains the idea that data originate from
a low dimension matrix Z. For categorical data, iCluster+
assumes the following model:

exp(ajcm + ,Bjcm - Zj)
El"fxp(o‘jlm + ,Bj/m ' Zi)

Pr(X) = clz) =

while for numeric data the model remains linear with nor-
mal error:

Xijm = Vjm + 8jm - Zi + €ijm, €ijm ~ N(O, U;m
A regularization term encouraging sparse solution is added
to the likelihood, and a Monte-Carlo Newton—Raphson
algorithm is used to estimate parameters. The Z matrix
is used as in iCluster for the clustering. The latest exten-
sion of iCluster, which builds on iCluster+, is iClusterBayes
(65). This method replaces the regularization in iCluster+
with full Bayesian regularization. This replacement results
in faster execution, since the algorithm no longer needs to
fine tune parameters for iCluster+’s regularization.

PARADIGM. PARADIGM (66) is the most explicit ap-
proach to modeling cellular processes and the relations
among different omics. For each sample and each cellular

pathway, a factor graph that represents the state of differ-
ent entities within that pathway is created. As a degener-
ate example, a pathway may include nodes representing the
mRNA levels of each gene in that pathway, and nodes rep-
resenting those genes’ copy number. Each node in the factor
graph can be either activated, nominal or deactivated, and
the factor graph structure defines a distribution over these
activation levels. For example, if a gene has high copy num-
ber it is more likely that it will be highly expressed. However,
if a repressor for that gene is highly expressed, that gene is
more likely to be deactivated. PARADIGM infers the activ-
ity of non-measured cellular entities to maximize the likeli-
hood of the factor graph, and outputs an activity score for
each entity per patient. These scores are used to cluster can-
cer patients from several tissues.

PARADIGM’s model can be used for more than cluster-
ing. For example, PARADIGM-shift (97) predicts loss-of-
function and gain-of-function mutations, by finding genes
whose expression value as predicted based on upstream
entities in the factor graph is different from their pre-
dicted expression value using downstream entities. How-
ever, PARADIGM relies heavily on known interactions,
and requires specific modeling for each omic. It is also quite
limited to the cellular level; For example, it is not clear how
to incorporate into the model an omic describing the micro-
biome composition of each patient.

Combining omic-specific and global clustering. All the
methods discussed so far assume that there exists a consis-
tent clustering structure across the different omics, and that
analyzing the clusters in an integrative way will reveal this
structure more accurately than analyzing each omic sepa-
rately. However, this is not necessarily the case for biomedi-
cal datasets. For example, it is not clear that the methylation
and expression profiles of cancer tumors really represent the
same underlying cluster structure. Rather, it is possible that
each omic represents a somewhat different cluster structure.
Several methods take this view point using Bayesian statis-
tics.

Savage et al. (67) define a hierarchical Dirichlet process
model, which supports clustering on two omics. Each sam-
ple can be either fused or unfused. Fused samples belong
to the same cluster in both omics, while unfused samples
can belong to different clusters in different omics. Patterns
of fused and unfused samples reveal the concordance be-
tween the two datasets. This model is extended in PSDF
(68) to include feature selection. Savage et al. (67) apply
the model to cluster genes using gene expression and ChIP-
chip data, while (68) clusters cancer patients using expres-
sion and copy number data.

In MDI (69) each sample can have different cluster as-
signments in different omics. However, a prior is given such
that the stronger an association between two omics is, the
more likely a sample will belong to the same cluster in these
two omics. This association strength adjusts the prior clus-
tering agreement between two omics. In addition to these
priors, MDI’s model uses Dirichlet mixture model, and ex-
plicitly represents the distribution of the data within each
cluster and omic. Since samples can belong to different clus-
ters in different omics, no global clustering solution is re-
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turned by the algorithm. Instead, the algorithm outputs sets
of samples that tend to belong to the same cluster.

A different Bayesian formulation is given by BCC (70).
Like MDI, BCC assumes a Dirichlet mixture model, where
the data originate from a mixture of distributions. However,
BCC does assume a global clustering solution, where each
sample maps to a single cluster. Given that a sample belongs
to a global cluster, its probability to belong to that cluster in
each omic is high, but it can also belong to a different clus-
ter in that omic. Parameters are estimated using Gibbs sam-
pling (98). BCC was used on gene expression, DNA methy-
lation, miRNA expression and RPPA data for breast cancer
from TCGA.

Like MDI and BCC, Clusternomics (71) uses a Dirich-
let mixture model. Clusternomics suggests two different
formulations. In the first, each omic has a different clus-
tering solution, and the global clusters are represented as
the Cartesian product of clusters from each omic. This
approach does not perform integration of the multi-omic
datasets. In the second formulation, global clusters are ex-
plicitly mapped to omic-specific clusters. That way, not all
possible combinations of clusters from different omics are
considered as global clusters.

Survival-based clustering. One of the areas multi-omics
clustering is widely used for is discovering disease subtypes.
In this context, we may expect different disease subtypes to
have a different prognosis, and this criterion is often used
to assess clustering solutions. Ahmad and Frohlich (72) de-
velop a Bayesian model for multi-omics clustering that con-
siders patient prognosis while clustering the data. Patients
within a cluster have both similar feature distribution and
similar prognosis. This approach is not entirely unsuper-
vised, as it considers patient survival data, which are also
used to assess the solutions. Coretto et al. (73) also develop
a probabilistic clustering method that considers survival,
and that supports a large number of features compared to
(72), which only uses a few dozen features. As the survival
data are used as input to the model, it is not surprising that
this approach gives clusters with more significantly different
survival than other approaches. This was demonstrated on
Glioblastoma Multiforme data by (72) and for data from
several cancer types by (73), both from TCGA.

Deep multi-view methods

A recent development in machine learning is the advent of
deep learning algorithms (99). These algorithms use multi-
layered neural networks to perform diverse computational
tasks, and were found to improve performance in several
fields such as image recognition (100) and text translation
(101). Neural networks and deep learning have also proven
useful for multi-view applications (102), including unsu-
pervised feature learning (37), (103). Learned features can
be used for clustering, as described earlier for DeepCCA.
Deep learning is already used extensively for biomedical
data analysis (104).

Recent deep learning uses for multi-omics data include
(74) and (75). Chaudhary et al. (74) use an autoencoder,
which is a deep learning method for dimension reduction.
The authors ran it on RNA-seq, methylation and miRNA-
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seq data in order to cluster Hapatocellular Carcinoma pa-
tients. The architecture implements an early integration ap-
proach, concatenating the features from the different omics.
The autoencoder outputs a representation for each patient.
Features from this representation are tested for association
with survival, and significantly associated features are used
to cluster the patients. The clusters obtained have signifi-
cantly different survival. This result is compared to a simi-
lar analysis using the original features, and features learned
with PCA (Principal Component Analysis) rather than au-
toencoders. However, the analysis in this work is not un-
supervised, since the feature selection is based on patient
survival.

Liang et al. (75) use a different approach. They ana-
lyze expression, methylation and miRNA ovarian cancer
data using Deep Belief Networks (105) which explicitly con-
sider the multi-omic structure of the data. The architecture
contains separate hidden layers, each having inputs from
one omic, followed by layers that receive input from all
the single-omic hidden layers, thus integrating the differ-
ent omics. A 3D representation over {0, 1} is learned for
each patient, partitioning the patients into 23 = 8 clusters.
The clustering results are compared to k-means clustering
on the concatenation of all omics, but not to other multi-
omics clustering methods.

Deep learning algorithms usually require many samples
and few features. They use a large number of parameters,
which makes them prone to overfitting. Current multi-omic
datasets have the opposite characteristics—they have many
features and at least one order of magnitude less samples.
The works presented here use only a few layers in their ar-
chitectures to overcome this limitation, in comparison to
the dozens of layers used by state-of-the-art architectures
for imaging datasets. As the number of biomedical samples
increases, deep multi-view learning algorithms might prove
more beneficial for biomedical datasets.

BENCHMARK

In order to test the performance of multi-omics clustering
methods, we compared nine algorithms on ten cancer types
available from TCGA. We also compared the performance
of the algorithms on each one of the single-omic datasets
that make up the multi-omic datasets, for algorithms that
are applicable to single-omic data. The nine algorithms were
chosen to represent diverse approaches to multi-omics clus-
tering. Within each approach, we chose methods with avail-
able software and clear usage guidelines (e.g. we chose PINS
over COCA as a late integration method since COCA does
not explicitly state how each single omic should be clus-
tered), and that are widely used, so that a comparison of
these methods will be most informative to the community.
Three algorithms are early integration methods: LR Aclus-
ter, and k-means and spectral clustering on the omics con-
catenated into a single matrix. For similarity-based algo-
rithms we used SNF and rMKL-LPP. For dimension reduc-
tion we used MCCA (39) and MultiNMF. We chose iClus-
terBayes as a statistical method, and PINS as a late integra-
tion approach.

The ten datasets contain cancer tumor multi-omics data,
where each dataset is a different cancer type. All datasets
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contain three omics: gene expression, DNA methylation
and miRNA expression. The number of patients range from
170 for AML to 621 for BIC. Full details on the datasets and
cancer type acronyms appear in Supplementary File 2.

To assess the performance of a clustering solution, we
used three metrics. First, we measured differential survival
between the obtained clusters using the logrank test (106).
Using this test as a metric assumes that if clusters of pa-
tients have significantly different survival, they are differ-
ent in a biologically meaningful way. Second, we tested for
the enrichment of clinical labels in the clusters. We chose
six clinical labels for which we tested enrichment: gender,
age at diagnosis, pathologic T, pathologic M, pathologic N
and pathologic stage. The four latter parameters are discrete
pathological parameters, measuring the progression of the
tumor (T), metastases (M) and cancer in lymph nodes (N),
and the total progression (pathologic stage). Enrichment
for discrete parameters was calculated using the x> test for
independence, and for numeric parameters using Kruskal-
Wallis test. Not all clinical parameters were available for all
cancer types, so a total of 41 clinical parameters were avail-
able for testing. Finally, we recorded the runtime of each
method. We did not consider in the assessment computa-
tional measures for clustering quality, such as heterogene-
ity, homogeneity or the silhouette score (107), since the dif-
ferent methods perform different normalization on the fea-
tures (and some even perform feature selection). Full details
about the survival and phenotype data appear in Supple-
mentary File 2.

To derive a p-value for the logrank test, the x? test for
independence, and the Kruskal-Wallis test, the statistic for
these three tests is assumed to have x? distribution. How-
ever, for the logrank test and x? test this approximation is
not accurate for small sample sizes and unbalanced clus-
ter sizes, especially for large values of the test statistic (this
was shown for example in (108) for the logrank test in the
case of two clusters). The p-values we report here are there-
fore estimated using permutation tests (i.e., we permuted the
cluster labels between samples and used the test statistic to
obtain an empirical p-value). We indeed observed large dif-
ferences between the p-values based on permutation test-
ing and based on the approximation, for both the logrank
test and enrichment of clinical parameters. More details on
the permutation tests appear in Supplementary File 1. After
permutation testing, the p-values for the clinical labels were
corrected for multiple hypotheses (since several labels were
tested) using Bonferroni correction for each cancer type and
method at significance level 0.05. Results for the statistical
analyses are in Supplementary File 3.

We applied all nine methods to the ten multi-omics
datasets, and to the thirty single-omic matrices comprising
them. The only exceptions were MCCA, which we could
not apply to single-omic data, and PINS, which crashed
consistently on all BIC datasets”. All methods were run

* Correction after publication: We performed all the benchmarks on a 64-bit
computer, using the 32-bit version of R. In later tests we observed that PINS
did not crash on 64-bit R, and it only crashed on 32-bit R due to insufficient
memory. The clustering that PINS obtained on the breast cancer dataset had 4
enriched clinical parameters, and the p-value for the logrank test on that clus-
tering was 0.05.).

on a Windows machine, except for iCluster which was run
on a Linux cluster utilizing up to 15 nodes in parallel. In
general, we chose parameters for the methods as suggested
by the authors. In case the authors suggested a parame-
ter search, such search was performed, and the best so-
lution was chosen as suggested by the authors, without
considering the survival and clinical parameters that are
used for assessment. The runtime we report for the meth-
ods includes the parameter search. The rationale is that
the benchmark aims to record how a user would run the
methods in terms of both results quality and total run-
time. Details on hardware, data preprocessing and appli-
cation of the methods appear in Supplementary File 1.
Full clustering results appear in Supplementary File 4. All
the processed raw data are available at http://acgt.cs.tau.ac.
il/multi_omic_benchmark/download.html, and all software
scripts used are available at https://github.com/Shamir-Lab/
Multi-Omics-Cancer-Benchmark/.

Figure 2 depicts the performance of the benchmarked
methods on the different cancer datasets, and Figures 3
and 4 summarize the performance for multi-omics data and
for each single-omic separately across all cancer types. No
algorithm consistently outperformed all others in either dif-
ferential survival or enriched clinical parameters. With re-
spect to survival, MCCA had the total best prognostic value
(sum of -log10 p-values = 17.53), while MultiNMF was sec-
ond (16.07) and LRACluster third (15.72). The sum of p-
values can be biased due to outliers, so we also counted the
number of datasets for which a method’s solution obtains
significantly different survival. These results are reported in
Table 2. Here, with the exception of iClusterBayes, all meth-
ods that were developed for multi-omics or multi-view data
had at least four cancer types with significantly different sur-
vival. MCCA and LR ACluster had five. These cancer types
are not identical for all the algorithms.

rMKL-LPP achieved the highest total number of signifi-
cant clinical parameters, with 16 parameters. Spectral clus-
tering came second with 14 and LR Acluster had 13. MCCA
and MultiNMF, which had good results with respect to sur-
vival, had only 12 and 10 enriched parameters, respectively.
rMKL-LPP did not outperform all other methods for all
cancer types. For example, it had one enriched parameter
for SKCM, while several other methods had two or three.
We also considered the number of cancer types for which an
algorithm had at least one enriched clinical label (Table 2).
rMKL-LPP, spectral clustering, LRACluster and MCCA
had enrichment in 8 cancer types, despite MCCA having a
total of only 12 enriched parameters. Overall, rMKL-LPP
outperformed all methods except MCCA, LRACluster and
multiNMF with respect to both survival and clinical en-
richment. MCCA, LRACluster and multiNMF had better
prognostic value, but found less enriched clinical labels.

Each method determines the number of clusters for each
dataset. These numbers are presented in Table 3. The num-
bers vary drastically among methods, from 2 or 3 (iClus-
ter and MultiNMF) to more than 10 on average (MCCA).
MCCA, LRACluster and rMKL-LPP partitioned the data
into a relatively high number of clusters (average of 10.6,
9.4 and 6.7 respectively), and had good performance, which
may indicate that clustering cancer patients into more clus-
ters improves prognostic value and clinical significance. The
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Figure 2. Performance of the algorithms on ten multi-omics cancer datasets. For each plot, the x-axis measures the differential survival between clusters
(-logjo of logrank’s test P-value), and the y-axis is the number of clinical parameters enriched in the clusters. Red vertical lines indicate the threshold for

significantly different survival (P-value < 0.05)

Table 2. Cancer types with significant results per algorithm

k-means Spectral ~ LRAcluster PINS SNF rMKL-LPP MCCA MultiNMF iClusterBayes
Significantly different survival 2 3 5 4 4 5 4 2
Significant clinical enrichment 7 8 8 7 8 8 6 5

For each benchmarked algorithm, the number of cancer subtypes for which its clustering had significantly different prognosis (first row) and had at least

one enriched clinical label (second row) are shown.
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Figure 3. Mean performance of the algorithms on ten multi-omics can-
cer datasets. The x-axis measures the differential survival between clusters
(mean —logjg of logrank’s test P-value), and the y-axis is the mean number
of clinical parameters enriched in the clusters.

higher number of clusters is controlled in the logrank and
clinical enrichment tests by having more degrees of freedom
for its x 2 statistic.

The runtime of the different methods is reported in Ta-
ble 4. Note that as mentioned earlier, iClusterBayes was run

on a cluster, while the other methods were run on a desktop
computer. All methods except for LRAcluster and iClus-
ter took less than ten minutes per dataset on average. LR-
Acluster and iClusterBayes took about 56 and 72 minutes
per dataset, respectively.

Figure 4 also shows the performance of the benchmarked
methods for single-omic data. While several methods had
worse performance on single-omic datasets, some achieved
better performance. For example, the highest number of en-
riched clinical parameters for both single and multi-omic
datasets (18) was achieved by rMKL-LPP on gene expres-
sion. The gene expression solution also had better prognos-
tic value than the multi-omic solution.

To further test how analysis of single-omic datasets com-
pares to multi-omic datasets, we chose for each dataset and
method the single omic that gave the best results for survival
and clinical enrichment. In this analysis, rMKL-LPP had
both the highest total number of enriched clinical parame-
ters (21), and the highest total survival significance (21.86).
The runtime, number of clusters, and survival and clinical
enrichment analysis for single-omic datasets appear in Sup-
plementary Files 1 and 3. These results suggest that anal-
ysis of multi-omics data does not consistently provide bet-
ter prognostic value and clinical significance compared to
analysis of single-omic data alone, especially when different
single-omics are used for each cancer types.
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Figure 4. Summarized performance of the algorithms across ten cancer datasets. For each plot, the x-axis measures the total differential prognosis between
clusters (sum across all datasets of —-logj of logrank’s test P-value), and the y-axis is the total number of clinical parameters enriched in the clusters across
all cancer types. (A—C) Results for single-omic datasets. (D) Results when each method uses the single omic that achieves the highest significance in survival.

(E) Same with respect to enrichment of clinical labels.

Table 3. Number of clusters chosen by the benchmarked algorithms on ten multi-omics cancer datasets

AML BIC COAD GBM KIRC LIHC LUSC SKCM ov SARC Means
K-means 5 2 2 5 2 2 2 2 2 2 2.6
Spectral 9 3 2 5 2 2 2 2 4 2 33
LRAcluster 7 7 5 11 3 12 12 15 9 13 9.4
PINS 4 NA 4 2 2 5 4 15 2 3 4.6
SNF 4 2 3 2 4 2 2 3 3 3 2.8
rMKL-LPP 6 7 6 6 11 6 6 7 6 6 6.7
MCCA 11 14 2 11 15 15 12 2 9 15 10.6
MultiNMF 2 2 2 3 2 3 2 2 2 2 22
iClusterBayes 2 3 2 2 2 3 2 2 2 2 2.2

The right column is the average number of clusters across all cancer types.

Table 4. Runtime in seconds of the algorithms on ten multi-omics cancer datasets

AML BIC COAD GBM KIRC LIHC LUSC SKCM ov SARC Means
K-means 96 1306 153 212 102 407 444 723 303 191 394
Spectral 3 8 3 3 3 5 5 6 4 4 4
LR Acluster 957 11655 1405 1370 991 3959 3353 5892 2299 2004 3388
PINS 41 NA 112 115 59 125 228 317 214 113 147
SNF 5 42 7 7 6 14 13 21 9 8 13
rMKL-LPP 222 192 205 221 191 255 213 333 263 238 233
MCCA 12 43 12 13 13 26 25 25 19 16 20
MultiNMF 19 51 25 19 17 35 27 45 21 23 28
iClusterBayes* 2628 7832 3213 2569 2756 5195 4682 6077 4057 3969 4298

The right column is the average runtime across all cancer types. *For iClusterBayes numbers are elapsed time on a multi-core platform.
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DISCUSSION

We have reviewed methods for multi-omics and multi-
view clustering. In our tests on 10 cancer datasets, overall,
rMKL-LPP performed best in terms of clinical enrichment,
and outperformed all methods except MCCA and Mult-
iINMF with respect to survival. The high performance of
MCCA and MultiNMF is remarkable, as these are multi-
view methods that were not specifically developed for omics
data (though MCCA was applied to it).

Throughout this review we provided guidelines about the
advantages and disadvantages of different approaches and
algorithms. In the benchmark, no single method consis-
tently outperformed all others on any of the assessment cri-
teria. While some methods were shown to do well, we can-
not conclude from this that they should be always preferred.
We also could not identify one ‘best’ integration approach,
but it is interesting to note that the top two performers with
respect to survival were dimension reduction methods.

Careful consideration should be given when applying
multi-view clustering methods to multi-omic data, since
these data have characteristics that multi-view methods do
not necessarily consider. The most prominent of these char-
acteristics is the large number of features relative to the
number of samples. For example, CCA inverts the covari-
ance matrix of each omic. This matrix is not invertible when
there are more features than samples, and sparsity regular-
ization is necessary. Another feature of multi-omic data is
the dependencies between features in different omics, but
several multi-view algorithms assume conditional indepen-
dence of the omics given the clustering structure. This de-
pendency is rarely considered, since it greatly increases the
complexity of models. An additional characteristic of cur-
rent omic data types is that due to cellular regulation, they
have an intrinsic lower dimensional representation. The
characteristic is utilized by many methods.

In our benchmark, single-omic data alone sometimes
gave better results than multi-omics data. This was intensi-
fied when for each algorithm the ‘best’ single-omic for each
cancer type was chosen. These results question the current
assumptions underlying multi-omics analysis in general and
multi-omics clustering in particular.

Several approaches may lead to improved results for
multi-omics analysis. First, methods that suggest different
clusterings in different omics were developed and reviewed
here, but were not included in the benchmark, since it is
not clear how to compare algorithms that do not output
a global clustering solution to those that do. These meth-
ods may be more sensitive to strong signals appearing in
only some of the omics. Second, future algorithms can per-
form omic selection in the same manner that algorithms
today perform feature selection. In the benchmark, we let
each method choose a single-omic for each cancer type
given the results of the analysis, which are usually not avail-
able for real data. Methods that filter omics with contra-
dicting signals might obtain a clearer clustering. Finally,
while some methods for multi-omics clustering incorpo-
rate prior biological knowledge, few of them incorporate
knowledge regarding the relationship between omics, or be-
tween features in different omics. Several statistical meth-
ods include some form of biological modeling by describ-
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ing the distribution of the omics, and MDI tunes the sim-
ilarity of clustering solutions in different omics based on
the omics similarity. However, these methods do not model
the biological relationships between omics. A notable ex-
ception is PARADIGM, which formulates the relationships
between different omics. However, it also requires accurate
prior knowledge about biochemical consequences of inter-
actions, which is often unavailable. Methods that model re-
lations between omics might benefit from additional bio-
logical knowledge, even without modeling whole pathways.
For example, one can incorporate in a model the fact that
promoter methylation is anti-correlated with gene expres-
sion. As far as we know, such methods were only developed
for copy-number variation and gene expression data (e.g.
(109)), and not in the context of clustering.

We detected large differences between the p-values de-
rived from the x> approximation compared to the P-values
derived from the permutation tests in the statistical tests
we used. The differences were especially large due to the
small sample size, small cluster sizes (in solutions with a
high number of clusters) and due to a low number of events
(high survival) for the logrank test. These p-values are used
by single and multi-omic methods to assess their perfor-
mance, and the logrank p-value is often the main argument
for an algorithm’s merit. The large differences between the
P-values question the validity of analyses that are based on
the x 2 approximation, at least for TCGA data. Future work
must use exact or permutation-based calculations of the P-
value in datasets with similar characteristics to those used
here for the benchmark.

The benchmark we performed is not without limitations.
Gauging performance using patient survival is somewhat
biased to known cancer subtypes, which may have been used
in treatment decisions. Additionally, cancer subtypes that
are biologically different may have similar survival. This is
also true for enrichment of clinical parameters, although we
attempted to choose parameters that would not lead to this
bias. However, these measures are widely used for clustering
assessment, including in the papers describing some of the
benchmarked methods. Another limitation of the bench-
mark is that it only examines clustering, while some of the
methods have additional goals and output. For example, in
dimension reduction algorithms, the low dimensional data
can be used to analyze features, and not only patients, e.g. by
calculating axes of variation common to several omics. With
respect to feature analysis, multi-omic algorithms can have
an advantage over single-omic algorithms that we did not
test. Finally, though we selected the parameters of each
benchmarked method according to the guidelines given by
the authors, judicious fine-tuning of the parameters may im-
prove results.
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Abstract

Motivation: Cancer subtypes were usually defined based on molecular characterization of single
omic data. Increasingly, measurements of multiple omic profiles for the same cohort are available.
Defining cancer subtypes using multi-omic data may improve our understanding of cancer, and
suggest more precise treatment for patients.

Results: We present NEMO (NEighborhood based Multi-Omics clustering), a novel algorithm for
multi-omics clustering. Importantly, NEMO can be applied to partial datasets in which some
patients have data for only a subset of the omics, without performing data imputation. In extensive
testing on ten cancer datasets spanning 3168 patients, NEMO achieved results comparable to the
best of nine state-of-the-art multi-omics clustering algorithms on full data and showed an improve-
ment on partial data. On some of the partial data tests, PVC, a multi-view algorithm, performed bet-
ter, but it is limited to two omics and to positive partial data. Finally, we demonstrate the advantage
of NEMO in detailed analysis of partial data of AML patients. NEMO is fast and much simpler than
existing multi-omics clustering algorithms, and avoids iterative optimization.

Availability and implementation: Code for NEMO and for reproducing all NEMO results in this
paper is in github: https://github.com/Shamir-Lab/NEMO.

Contact: rshamir@tau.ac.il

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Recent technological advances have facilitated the production of
multiple genome-wide high throughput biological data types, col-
lectively termed ‘omics’. These include genomics, transcriptomics,
proteomics and many more. Analysis of omics datasets was proven
invaluable for basic biological research and for medicine. Until re-
cently, research in computational biology has focused on analyzing
a single omic type. While such inquiry provides insights on its own,
methods for integrative analysis of multiple omic types may reveal
more holistic, systems-level insights.

Omic profiles of large cohorts collected in recent years can help
to better characterize human disease, facilitating more personalized
treatment of patients. In oncology, analysis of large datasets has led
to the discovery of novel cancer subtypes. The classification of
tumors into these subtypes is now used in treatment decisions

©The Author(s) 2019. Published by Oxford University Press.

(Parker et al., 2009; Prasad et al., 2016). However, these subtypes
are usually defined based on a single omic (e.g. gene expression), ra-
ther than through an integrative analysis of multiple data types. The
large international projects like TCGA (McLendon et al., 2008) and
ICGC (Zhang et al., 2011) now provide multi-omic cohort data, but
better methods for their integrated analysis are needed. Novel,
improved methods that employ multiple data types for cancer sub-
typing can allow us to better understand cancer biology, and to sug-
gest more effective and precise therapy (Kumar-Sinha and
Chinnaiyan, 2018; Senft et al., 2017).

1.1 Multi-Omics clustering approaches

There are several approaches to multi-omics clustering (see the
reviews by Huang et al., 2017; Rappoport and Shamir, 2018; Wang
and Gu, 2016). The simplest approach, termed early integration,
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concatenates all omic matrices and applies single-omic clustering on
the resulting matrix. LRAcluster (Wu ez al., 2015) is an example of
such a method, which probabilistically models the distribution of
numeric, count and discrete features. Early integration increases the
dimensionality of the data, and ignores the different distributions of
values in different omics.

Late integration methods cluster each omic separately, and then
integrate the clustering results, for example using consensus cluster-
ing (Monti et al., 2003). PINS (Nguyen et al., 2017) is a late integra-
tion method that defines connectivity matrices as describing the
co-clustering of different samples within an omic, and integrates
these matrices. Late integration ignores interactions that are weak
but consistent across omics.

Middle integration approaches build a single model that
accounts for all omics. These models include joint dimension reduc-
tion of omic matrices and similarity (kernel) based analyses.
Dimension reduction approaches include jNMF, MultiNMF (Liu
et al., 2013; Zhang et al., 2012), iCluster (Shen et al., 2009), and its
extensions iClusterPlus and iClusterBayes (Mo et al., 2013, 2018).
CCA is a classic dimension reduction algorithm (Hotelling, 1936),
which linearly projects two omics to a lower dimension such that
the correlation between the projections is maximal. MCCA (Witten
and Tibshirani, 2009) generalizes CCA to more than two omics.
Because of the high number of features and the complexity of di-
mension reduction algorithms, feature selection is required.
Similarity based methods handle these shortcomings by working
with inter-patient-similarities. These methods have improved run-
time, and are less reliant on feature selection. Examples are SNF
(Wang et al., 2014) and rMKL-LPP (Speicher and Pfeifer, 2015).
SNF builds a similarity network of patients per omic, and iteratively
updates these networks to increase their similarity until they con-
verge to a single network, which is then partitioned using spectral
clustering. rMKL-LPP uses dimension reduction, such that similar-
ities between neighboring samples is maintained in lower dimension.
For that purpose, it employs multiple kernel learning, using several
different kernels per omic, and providing flexibility in the choice of
the kernels. All the middle integration methods above use iterative
optimization algorithms, and in some cases guarantee only conver-
gence to local optimum.

To the best of our knowledge, to date, all middle integration
methods for multi-omics clustering developed within the bioinfor-
matics community assume full datasets, i.e. data from all omics
were measured for each patient. However, in real experimental set-
tings, often for some patients only a subset of the omics were meas-
ured. We call these partial datasets in the rest of the paper. This
phenomenon is already prevalent in existing multi-omic datasets,
such as TCGA (McLendon et al., 2008), and will increase as cohorts
grow. Being able to analyze partial data is of paramount import-
ance, due to the high cost of experiments, and the unequal cost for
acquiring data for different omics. Naive solutions like using only
those patients with all omics measured or imputation have obvious
disadvantages.

A close problem to multi-omics clustering was researched in the
machine learning community. In the area of ‘multi-view learning’
(reviewed in Zhao et al., 2017), methods for multi-view clustering
actually solve the multi-omic clustering problem. PVC (Li et al.,
2014) is such a method for clustering in the presence of partial data,
which is based on joint nonnegative matrix factorization, such that
the objective function only considers observed values. This method
has not been previously applied on multi-omic data.

1.2 Our contribution

We present NEMO (NEighborhood based Multi-Omics clustering),
a simple algorithm for multi-omics clustering. NEMO does not re-
quire iterative optimization and is faster than prior art. NEMO is
inspired and bulids on prior similarity-based multi-omics clustering
methods such as SNF and rMKL-LPP. NEMO’s novelty lies in its
simplicity, and in its support of partial data. Its implementation, as
well as code to reproduce the results in this paper, are available in
github: https://github.com/Shamir-Lab/NEMO.

We evaluated the performance of NEMO by comparing it to a
wide range of multi-omics clustering methods on several cancer data
types. On full datasets, despite its simplicity, NEMO performed
comparably to leading multi-omics clustering algorithms. In order
to evaluate performance on partial multi-omic data, we compared
NEMO to PVC and to data imputation followed by clustering using
several methods. In most tests on synthetic data and on real cancer
data, NEMO had clear advantage. Finally, we analyzed NEMO’s
clustering solution for Acute Myeloid Leukemia, and showed the
merit of using multiple omics with partial data.

2 Materials and methods

NEMO works in three phases. First, an inter-patient similarity ma-
trix is built for each omic. Next, the matrices of different omics are
integrated into one matrix. Finally, that network is clustered.

2.1 NEMO - full omics datasets

The input to NEMO is a set of data matrices of 7 subjects (samples
or patients). Given L omics, let X; denote the data matrix for omic I.
X; has dimensions p; x n, where p; is the number of features for
omic I. P = X;p; is the total number of features.

Denote by x; the profile of sample 7 in omic / (column 7 in X)).
Let n;; denote its k nearest neighbors within omic /, where Euclidean
distance is used to measure profile closeness. For omic [, an n x n
similarity matrix S; is defined as follows:

. 1 [l — x4
Si(i,)) = e — 1
14, /) Varon XP( 2. )

where o—%ﬂ is defined by:

1 /1 1
2 =1 (;anu—xhnz P2 iy~ sl 4 ||x1,~—x1,-||2>

reny; TEN;;

2)

This similarity measure is based on the radial basis function ker-
nel (Buhmann, 2003). (T%/-l is a normalizing factor, which controls for
the density of samples by averaging the squared distance of the ith
and jth samples to their nearest neighbors and the squared distance
between these two samples (Wang et al., 2012, 2014; Yang et al.,
2008).

Next, we define the relative similarity matrix, RS, for each
omic:

.. Sl(i7j) . Sl(i7i) :

RS(i,)) = m'l(/ € ny) +m‘l(’ eny)  (3)
where I is the indicator function. RS;(i,) measures the similarity be-
tween 7 and j relative to #’s k nearest neighbors and to j’s k nearest
neighbors. Since different omics have different data distributions,
the relative similarity is more comparable between omics than the
original similarity matrix S.
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In the next step, NEMO calculates the #n x n average relative
similarity matrix ARS as:

1
ARS = ZZI: RS, (4)

RS; can be viewed as defining a transition probability between
samples, such that the probability to move between samples is pro-
portional to their similarity. Such transition distributions are widely
used to describe random walks on graphs (Lo Asz, 1993). ARS is
therefore a mixture of these distributions (Zhou and Burges, 2007).

Given ARS, the clusters are calculated by performing spectral
clustering on ARS (von Luxburg, 2007). We use the spectral cluster-
ing variant that is based on the eigenvectors of the normalized
Laplacian, developed by Ng et al. (2001).

To determine the number of clusters, we use a modified eigengap
method (von Luxburg, 2007). The number of clusters is set to
argmax;(2i1 — i) - i, where /. are ARS eigenvalues. Intuitively, this
objective maintains the idea of the eigengap while encouraging the
solution to have a higher number of clusters. This is desired since we
observed that often some increase in the number of clusters com-
pared to that prescribed by the eigengap method improved the prog-
nostic value for cancer data. The number of clusters determined by
this method is at least as high as the number determined using the
eigengap method.

As suggested by Wang ez al. (2014), we set the number of neigh-

k= #samples

s in case the number of clusters is
clusters

bors in each omic to be

known. When the number of clusters is not known, we use

k= %, using 6 as a crude estimate for the number of clusters

observed in cancer datasets. We show NEMO’s robustness to that
parameter.

2.2 NEMO - partial datasets

NEMO can handle samples that were measured on only a subset of
omics. Specifically, we require that each pair of samples has at least
one omic on which they were both measured. Note that this holds in
particular if there is an omic for which all samples have measure-
ments, which is often the case for gene expression data. Under these
conditions, RS; is computed as in the full-data scenario, but ARS is
now only averaged on the observed values. Denote by JM(i, j) the
omic types available for both samples. Then:

1
ARS(i,j) = — RS;(i,] 5
(i,7) |JM(W>M€]%:(,-‘,-) 1(0:7) ()

Note that we require that all samples that have measurements
for some omic, have measurements for the same set of features in
that omic, such that even in the partial data settings each X is a full
matrix, albeit with fewer rows. For example, the expression of the
same set of genes is measured for all patients with RNA-seq data.
When patients have different sets of measured features in the same
omic, either intersection of the features or imputation of missing val-
ues is required.

On partial datasets, each omic / may have a different number of
samples #samples(l). The number k of nearest neighbors is chosen
per omic. Generalizing the full data setting, for omic / we set
b= #samgles(l).

2.3 Time complexity
Computing the distance between a pair of patients in omic / takes
O(py), so calculating the distance between all patients in all omics

takes O(#? - P). The k nearest neighbors of each patient and its aver-
age distance to them in a specific omic can be computed in time
O(n) per patient (Blum et al., 1973), for a total of O(#* - L). Given
the distances, the nearest neighbors, and the average distance to
them, each 0'1-2/-[ can be computed in O(k) time. Each entry in RS; is
also calculated in O(k). ARS calculation therefore requires
O(n?* - P), and spectral clustering takes O(#?), so the total time is
O(n* - P+ ).

Other similarity-based methods such as SNF and rMKL-LPP
need the same O(#? - P) time to calculate the distances. However,
the iterative procedure in both SNF and rMKL-LPP requires O(#?)
per iteration.

2.4 Clustering assessment
In datasets where the true clustering is known, to gauge the agree-
ment between a clustering solution and the correct cluster structure,
we used the adjusted Rand index (ARI) (Hubert and Arabie, 1985).
To assess clustering solutions for real cancer samples, we used
survival data and clinical parameters reported in TCGA. We used
the logrank test for survival (Hosmer et al., 2008) and enrichment
tests for clinical parameters. We used the 2 test for independence to
calculate enrichment of discrete clinical parameters, and Kruskal-
Wallis test for numerical parameters. It was previously observed
that the y* approximation for the statistic of these tests produces
biased P-values that overestimate the significance (Rappoport and
Shamir, 2018; Vandin et al., 2015). In order to better approximate
the real P-values, we performed permutation tests on the clustering
solution, and reported the fraction of permutations for which the
test statistic was greater or equal to that of the original clustering so-
lution as the empirical P-value. Full details on the permutation test-
ing appear in Rappoport and Shamir (2018).

3 Results

We applied NEMO in several settings. First, we compared it to nine
multi-omics clustering algorithms on ten full cancer datasets. We
next compared NEMO to several methods on simulated partial
data, on multi-view image data and on real cancer datasets with
parts of the data artificially removed. Finally, we used NEMO on a
real partial cancer dataset.

3.1 Full datasets

We applied NEMO to ten TCGA datasets spanning 3168 patients.
The datasets are for the following cancer types: Acute Myeloid
Leukemia (AML), Breast Invasive Carcinoma (BIC), Colon
Adenocarcinoma (COAD), Glioblastoma Multiforme (GBM),
Kidney Renal Clear Cell Carcinoma (KIRC), Liver Hepatocellular
Carcinoma (LIHC), Lung Squamous Cell Carcinoma (LUSC), Skim
Cutaneous Melanoma (SKCM), Ovarian serous cystadenocarci-
noma (OV) and Sarcoma (SARC). For each dataset, we analyzed
three omics: gene expression, methylation and miRNA expression.
When some of the patients lacked measurements for some of the
omics, we included only those patients that had data from all omics.
We have previously used these datasets to benchmark multi-omics
clustering methods (Rappoport and Shamir, 2018). Datasets sizes
varied between 170 and 621 samples. See Rappoport and Shamir
(2018) for full details and preprocessing. Results for the execution
of all methods on all datasets appear in Supplementary, Tables 1-4.
Clustering results for NEMO on all datasets are in Supplementary
File S2.
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Table 1. Aggregate statistics of the tested multi-omics clustering methods across ten cancer datasets

K-means Spectral LRAcluster PINS SNF rMKL-LPP MCCA  MultiNMF iClusterBayes NEMO

Significantly different survival 2 3 N 5 4 4 5 4 2 6
Significant clinical enrichment 7 8 8 7 7 8 8 6 5 8
Number of clusters 2.6(1.3) 33(2.3) 9.4(3.8) 4.6(3.8) 2.8(0.8) 67(16) 10.6(5.0) 2.2(0.4)  22(04) 4.5(2.8)
Runtime (s) 394 (374)  4(2) 3388(3295) 449 (958) 13(11) 233 (43) 20(10)  28(12)  4298(1703) 10 (4)

Note: First row: number of datasets with significantly different survival. Second row: number of datasets with at least one enriched clinical label. Third row:
mean number of clusters. Fourth row: mean runtime. Best performers in each category are marked in bold. The numbers in parentheses are one standard
deviation.

Table 2. Results of applying the ten algorithms on cancer datasets

Alg/Cancer AML BIC COAD GBM KIRC LIHC LUSC SKCM ov SARC Means #sig
kmeans 1/2.9 0/0.6 0/0 2/2.3 0/0.2 1/0.2 1/0.2 2/0.6 1/0.1 2/1.3 1/0.8 712
spectral 1/1.7 2/1.6 0/0.2 2/2.2 0/0.3 2/0.4 2/0.3 2/0.9 1/0.8 2/1.3 1.4/1 8/3
Iracluster 12 4/1.3 0/0.5 1/1.4 1/4.6 0/0.8 1/0.9 2/2.7 1/0.6 2/1 1.3/1.6 8/5
pins 1/1.2 4/1.3 0/0 1/3.6 0/1.8 2/2 1/0.1 2/2.8 0/0 2/1.2 0.9/1.3 715
snf 1/2.9 2/1 0/0.2 1/4.1 121 2/0.2 0/0.6 1/0.6 0/0.2 2/2.1 1/1.4 714
mkl 1/2.4 5/0.6 0/0.5 2/3 1/1.1 31 0/0.3 1/2.6 1/0.1 2/2.5 1.6/1.4 8/4
mcca 1/1.4 0/3.2 1/0.3 2/1.8 1/3.9 2/0.9 0/0.4 2/4.3 1/0.7 2/0.6 1.2/1.8 8/5
nmf 0/1.3 0/1.3 0/0.3 121 1/1.9 3/12.9 1/0.3 2/4.5 0/0.3 2/1.1 1/1.6 6/4
iCluster 0/1 3/0.2 0/0.2 0/1 0/2 2/1 2/0.6 3/4.4 0/0 2/0.8 1.2/1.1 512
nemo 121 3/1.4 0/0.2 172 1/1.2 3/3.3 0/0.4 3/3.9 1/0.1 2/1.8 1.5/1.6 8/6

Note: The first number in each cell is the number of significant clinical parameters detected, and the second number is the —log10 P-value for survival, with
bold numbers indicating significant results. Means are algorithm averages. #sig is the number of datasets with significant clinical/survival results. We use 0.05 as

the threshold for significance.

We compared NEMO on each dataset to nine different multi-
omics clustering methods. As early integration methods we used
LRAcluster, and k-means and spectral clustering on the concaten-
ation of all omic matrices. For late integration we used PINS. We
used MCCA, MultiNMF and iClusterBayes as joint dimension re-
duction methods. Finally, SNF and rMKL-LPP represented
similarity-based integration. We set k, the number of neighbors in
NEMO to k :M. For all methods, we chose the number of
clusters in the range 2-15 using the methods recommended by the
authors. The results of the nine methods were taken from our bench-
mark study (Rappoport and Shamir, 2018), where full details on the
execution of all methods are available. (For MCCA, LR Acluster and
k-means the results are slightly different, since here we increased the
number of k-means repeats they perform in order to increase their
stability.)

To assess the clustering solutions we compared the survival
curves of different clusters, and performed enrichment analysis on
clinical labels (see Section 2). To avoid biases, we chose the same set
of clinical parameters for all cancers: age at initial diagnosis, gender
and four discrete clinical pathological parameters. These parameters
quantify the progression of the tumor (pathologic T), cancer in
lymph nodes (pathologic N), metastases (pathologic M) and total
progression (pathologic stage). In each cancer type we tested the en-
richment of each parameter that was available for it.

Table 1, Figure 1 and Table 2 summarize the performance of the
ten algorithms on the ten datasets. NEMO found a clustering with
significant difference in survival for six out of ten cancer types, while
all other methods found at most five. None of the methods found a
clustering with significantly different survival for the COAD, LUSC
and OV datasets. The P-value for KIRC, the only other dataset for
which NEMO did not reach significance, was 0.063. NEMO had an
average logrank P-value of 1.64, second after MCCA (1.75).
NEMO found at least one enriched clinical parameter in eight of the
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Fig. 1. Mean performance of the ten algorithms on ten cancer datasets. Y
axis: average significance of the difference in survival among clusters
(—log10 logrank test’s P-values). X axis: average number of enriched clinical
parameters in the clusters. The dotted lines highlight NEMO’s performance

ten datasets, the highest number found and tied with spectral clus-
tering, LRACluster, rMKL-LPP, PINS and MCCA. The average
number of enriched clinical parameters for NEMO was 1.5, second
only to rMKL-LPP with 1.6. Standard deviations across the different
datasets for Figure 1 appear in Supplementary Figure S1.

Compared to the other methods, NEMO tended to choose an
intermediate number of clusters per dataset (average 4.5, see
Table 1). This number of clusters is small enough so that the clusters
will be highly interpretable, but still capture the heterogeneity
among cancer subtypes.
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Fig. 2. Performance on simulated partial data. We executed the algorithms with an increasing fraction of samples missing data in one of the omics, and compared
the resulting clustering to the ground truth using ARI. The left plot uses two omics, and the right plot uses three omics where the third one contains only noise

NEMO had the the second fastest average runtime after spectral
clustering of the concatenated omics matrix. (The same was true for
the geometric mean runtime, see Supplementary Table S5). All
methods except for LRAcluster and iClusterBayes took only a few
minutes to run on datasets with hundreds of samples and tens of
thousands of features. However, due to NEMO’s simple integration
step, it was the fastest of all non-trivial integration methods, includ-
ing other similarity-based methods (SNF and rMKL-LPP). The run-
time improvement over SNF was minor for most datasets in the
experiment, and was mainly seen in the largest dataset (BRCA),
where SNF took 43s and NEMO 19. For rMKL-LPP, the time
reported does not include the similarity computation, as this code
was not provided by the authors, but was implemented by us, so its
total runtime is higher. Details regarding the hardware used appear
in Supplementary File S1. We note that since NEMO’s integrated
network is sparse, its spectral clustering step can be further
improved using methods for spectral clustering of sparse graphs (e.g.
Lanczos, 1950). This advantage in runtime, and NEMO’s improved
asymptotic runtime compared to other similarity-based methods
(see Section 2) will become more important as the number of
patients in medical datasets increases.

3.2 Simulated partial datasets

We next evaluated NEMO’s performance on simulated partial data-
sets. We tested two scenarios. In the first we created two clusters
using multivariate normal noise around the clusters’ centers, and
then created two omics by adding to these data different normal
noise for each omic (see Supplementary File S1). The simulation is
therefore designed such that both omics share the same underlying
clustering structure. In the second scenario, we added a third omic
that does not distinguish between the clusters. To simulate partial
data, we removed the second omic data in an increasing fraction,
which we denote 0, of randomly chosen samples, for 0 ranging be-
tween 0 and 0.8. We generated 10 different full datasets, and for
each dataset and for each value of 0 we performed ten repeats. Here
we report the average ARI between the computed and the correct
clustering for each 0.

We compared NEMO’s performance to PVC, and also to
MCCA and rMKL-LPP, the top performers on the full real data. To
run PVC on the dataset, we subtracted the minimal observed value
from each omic, making all values non-negative, and set PVC’s 2
parameter to 0.01. Since PVC’s implementation supports only two
omics, we ran it only in the first scenario. To run rMKL-LPP and

MCCA on partial data, we completed the missing values using KNN
imputation on the concatenated omics matrix. We used KNN im-
putation since it was shown to perform well in omic data
(Troyanskaya et al., 2001). We ran the procedure on the concaten-
ated matrix because it allows imputation of values for samples that
lack one of the omics, using the similarity of a sample to other sam-
ples in other omics, and assuming that the different omics are corre-
lated. As the number of clusters in the simulated data was known to
be 2, we set NEMO’s parameter k to half the number of samples as
described in the Section 2. Full details about PVC’s execution appear
in Supplementary File S1. MCCA was applied twice, using two low
dimensional representations (See Supplementary File S1 for details).

Figure 2 shows that NEMO outperformed other methods in
both simulations. Furthermore, NEMO performed better on data
that were not imputed than on data that were imputed. This shows
the advantage of using NEMO directly on partial datasets, rather
than performing imputation. In both scenarios, the performance of
all methods deteriorated as the fraction of missing data increased. A
notable exception was MCCA when using the low dimensional rep-
resentation of the first omic. We believe this representation was
barely affected by the second omic. Interestingly, adding a third
omic that contributes no information to the clustering solution
decreased the performance, but this decrease was minor for all
methods.

PVC performed poorly compared to NEMO in the two-omics
simulation. In fact, PVC with all data for both omics performed
worse than NEMO with 80% missing data in the second omic. We
suspect that since PVC is based on linear dimension reduction, it
does not capture the spheric structure of the clusters. Since PVC’s
implementation supports only two omics, we could not test it in the
second scenario.

3.3 Image dataset

To further test NEMO’s performance in a complicated dataset
where the true clustering is known, we ran the different methods on
Handwritten, an image dataset which contains 2000 images of the
digits 0-9, with 200 images of each digit. This dataset is widely used
by the machine learning community to benchmark multi-view meth-
ods (Zhao et al., 2017). We used two ‘omics’ for this dataset. The
first contains 240 pixel averages for windows of size 2 x 3. The se-
cond contains 76 Fourier coefficients of the images. For perform-
ance reasons, we used only 500 randomly sampled images. We
simulated partial data by randomly removing data for half the
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Fig. 3. Performance on partial cancer datasets as a function of the fraction of samples missing data in one of the omics. Left: survival analysis. Right: clinical

parameters. Results are averages across ten three-omics cancer datasets

samples from the second omic. Like in the simulated data, NEMO
was compared to the methods with best performance on the full can-
cer datasets. Data for methods other than NEMO and PVC was
imputed using KNN, and the data were clustered assuming ten clus-
ters. We repeated this clustering process ten times, each time select-
ing at random the samples that were removed in the second omic.
Supplementary Table S6 contains the mean ARI between the
obtained clusters and the true clustering. On this dataset, with full
data, rMKL-LPP and NEMO were comparable, and they both great-
ly ourperformed the other methods. On partial data, NEMO was
best.

3.4 Partial cancer datasets

We next compared NEMO to other methods on partial cancer data-
sets, by simulating data loss on the ten full TCGA datasets analyzed
above. We tested two scenarios, (i) using three omics for all sub-
types, and (ii) using only two omics, to allow comparison with PVC.
We randomly sampled a fraction 0 of the patients and removed their
second omic data. The other omic(s) data were kept full. The 6 val-
ues tested were between 0 and 0.7. In all datasets, the first omic was
DNA methylation, and the second (from which samples were
removed) was gene expression. In the three-omic scenario, the last
omic was miRNA expression. We repeated each test five times, and
the P-values reported here are the geometric averages of the
observed P-values.

Full details on how each method was executed are in
Supplementary File S1. We set the number of clusters in PVC to be
the same as determined by NEMO, since no method to determine
the number of clusters was suggested for PVC. We used survival
analysis and enrichment of clinical labels to assess the quality of the
clustering solutions. Full results for this analysis are in
Supplementary File S3.

Figure 3 shows the mean results on three omics across all ten
cancer types. NEMO performed best with respect to survival, fol-
lowed by NEMO with imputation. tMKL-LPP performed best with
respect to clinical parameters, followed by NEMO with and without
imputation.

Note that in contrast to simulated data, here the performance of
the methods did not consistently deteriorate as more data were
removed. This is somewhat surprising, as gene expression (the omic
that was partially removed) is believed to be the most informative
omic. While on average performance across the cancer types was
not consistent, we did see a decrease in performance on some of the
datasets. The difference between the performance of MCCA for full
data here (0=0) and its previous results (Fig. 1) is due to the fact
that MCCA optimizes its objective with respect to one omic at a

time, which makes the solution sensitive to the order of the omics.
We also ran MCCA using the original omic order (see
Supplementary Fig. S8). Still, NEMO outperformed MCCA with re-
spect to survival in all runs except on full data with all three omics
(the setting for the original full data experiments).

In the second scenario, out of the datasets that had statistically
significant survival results, NEMO was best performer for AML,
GBM and SARC, while PVC was best for BIC and SKCM
(Supplementary Fig. S4). PVC (using the number of clusters deter-
mined by NEMO) had best mean survival and clinical enrichment
across all datasets (Supplementary Fig. S6). This shows the merit of
PVC (and of NEMO’s method to determine the number of clusters)
in datasets with two omics. Interestingly, for both NEMO and PVC,
the mean performance across all ten full two-omics datasets was bet-
ter than the performance of all methods on full three-omics datasets
in terms of survival (Fig. 3 and Supplementary Fig. S6; see also
Supplementary Fig. S7 for MCCA with the reverse omic order).

Performing imputation increases the runtime of the algorithms.
For example, the average time (across 5 runs) to perform imputation
for the BIC dataset with methylation and mRNA expression omics,
when 6 = 0.5, was 560s. This is a necessary preprocessing step for
methods that do not directly support missing data. In contrast, not
only do NEMO and PVC not require imputation, but they also run
faster as the fraction of missing data increases. The runtime of
NEMO on the same two-omic BIC dataset decreased from 42 s with
full data to 21's with 6 = 0.7. PVC was slower than NEMO, and its
runtime decreased from 92 to 27s.

3.5 Robustness analysis

We sought to assess NEMO’s robustness with respect to the param-
eter k, the number of neighbors, and with respect to the number of
clusters. We first tested robustness on the simulated data. We exe-
cuted NEMO on the three-omic simulated data described previous-
ly. We used k=10,20,...,200 and compared the obtained
clustering to the known clustering using the Adjusted Rand Index.
Supplementary Figure S9 shows that in that setting, NEMO was
highly robust to the choice of k, except for low values.

We next performed clustering on the ten cancer datasets using
k=25,35,...,105, a range that includes all k values we used in the
full and partial data analyses. Supplementary Figure S10 shows the
P-values for logrank test for each value of k. Generally, the perform-
ance of NEMO was robust with respect to k. In a few cases, such as
the GBM, SKCM and SARC datasets, the results varied more de-
pending on k. This is partially explained by the different number of
clusters NEMO chose for different values of k (see Supplementary
Fig. S$12). We conclude that usually changing k has little effect on
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Fig. 4. Kaplan-Meier plot for the five clusters obtained by NEMO on the AML
partial dataset (logrank P-value =3.5e—4). The number of patients in each
cluster is shown in parentheses

the number of clusters and on the significance. In those cases where
significance changed with k&, it was usually a result of change in the
number of clusters chosen (compare Supplementary Figs S10, S11
and S12). We next clustered the ten datasets using a number of clus-
ters ranging from 2 to 15. Supplementary Figures S13 and $14 show
the effect of the different number of clusters on the survival analysis
and number of enriched clinical parameters. We note that NEMO is
less robust to the number of clusters chosen than to k.

3.6 Acute myeloid leukemia analysis

We applied NEMO to an AML cohort of 197 patients from TCGA.
This is a partial dataset, containing 173 patients with gene expres-
sion profiles, 194 with methylation and 188 with miRNA profiles.
As it is partial, the dataset cannot be directly clustered using other
algorithms for multi-omics clustering. To apply these methods, one
must limit analysis to a sub-cohort of 170 patients that have full
data, or perform imputation. NEMO suggested five clusters for this
dataset; their sizes appear in Figure 4. When plotting survival curves
of the clusters (Fig. 4), we found them to be significantly different
(P-value = 3.5e—4). The significance was higher than obtained by
all other nine clustering methods on the full data subcohort (lowest
P-value 1.3e—3 using k-means). This shows the higher significance
gained from analyzing more samples, including partial data.

We compared the prognostic value of NEMO?’s clusters to that
of the FAB (French-American-British) classification. FAB is a well-
accepted clinical classification for AML tumors (Bennett er al.,
1976), which is based on quantification of blood cells. We per-
formed logrank test using the FAB label as clustering solution, and
obtained a P-value 5.4e—2, which shows NEMO’s favorable prog-
nostic value. Executing NEMO using only a single omic, results for
gene expression, methylation and miRNA expression data had log-
rank P-values 3.4e—2, 3.4e—3 and 3.7e—3 respectively. These
results demonstrate the improved clustering obtained by NEMO
using multi-omic data.

We performed enrichment analysis for each NEMO cluster using
the PROMO tool, which allows systematic interrogation of all clin-
ical labels (Netanely et al., 2016). In addition to the significantly dif-
ferential survival, the clusters were found to be enriched in other

clinical labels. Cluster 1 had particularly young patients, and
showed favorable prognosis. Cluster 2 had poor prognosis, older
patients, and was enriched with FAB label ‘M0 undifferentiated’. 17
out of 19 patients with label ‘M0 undifferentiated’ appeared in this
cluster. This label corresponds to the undifferentiated acute myelo-
blastic AML subtype, which is known to have poor prognosis (Bene
et al., 2001). Cluster 3 showed favorable prognosis, and was
enriched with the M3 FAB label, which corresponds to the acute
promyelocytic leukemia (APL) subtype. All 19 patients in this cluster
were labeled with M3, and only one patient outside cluster 3 had
this label. APL is caused by a translocation between the genes
RARA on chromosome 17 and PML on chromosome 15, and is
known to have favorable prognosis (Wang and Chen, 2008). Cluster
4 was enriched with the M35 label, which corresponds to acute
monocytic leukemia. Indeed, it was also enriched with a high mono-
cyte count. Finally, cluster 5 was enriched with patients with no
known genetic aberrations. All the clustering results and enriched
clinical labels are included in Supplementary Files S4 and SS5.

4 Discussion

We presented the NEMO algorithm for multi-omics clustering, and
tested it extensively on cancer datasets and in simulation. NEMO is
much simpler than existing multi-omics clustering algorithms, has
comparable performance on full datasets, improved performance on
partial datasets without requiring missing data imputation, and
faster execution.

The main insight NEMO uses is that the local neighborhood of
each sample best captures its similarity patterns in each omic. We
believe that NEMO’s performance stems largely from this insight.
Previous methods used local similarities, and NEMO suggests that
the performance of these methods was largely due to that use, rather
than to other steps performed by these algorithms.

NEMO’s simplicity makes it more flexible and more easily
adapted to different circumstances. It requires only the definition of
a distance between two samples within an omic, and can therefore
support additional omics, numerical, discrete and ordinal features,
as well as more complicated feature types, such as imaging, EMR
data and microbiome. In addition to enabling clustering, the net-
work produced by NEMO represents the similarity between samples
across all omics, and can thus be used for additional computational
tasks. Future work will test the usability of NEMO on discrete data
types, and of its output network for tasks other than clustering.

We showed that NEMO can be used to analyze partial multi-
omic datasets, i.e. ones in which some samples lack measurements
for all omics. Partial datasets are ubiquitous in biology and medi-
cine, and methods that analyze such datasets hold great potential.
This challenge is exacerbated by the high cost of high-throughput
experiments. While the price of some experiments is decreasing, it is
still high for other omics. Methods that analyze partial datasets may
affect experimental design and reduce costs, and, as we demon-
strated, they can outperform full-data methods applied only to the
subset of samples that have all omics. The demand for algorithms
that analyze partial datasets is likely to further increase, as more
high throughput methods become prevalent, and the number of
omics in biomedical datasets increases.

NEMO has several limitations. First, in partial data, each pair of
samples must have at least one omic in common. This assumption
holds if one omic was measured for all patients, which is often the
case for gene expression. Second, the choice of k, the number of
nearest neighbors, requires further study. NEMO currently chooses
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the same k for all samples, implicitly assuming that all cluster sizes
are equal. Choosing different k for different samples based on the
estimated size of their cluster may further improve NEMO’s results.
Third, unlike some dimension reduction methods, NEMO does not
readily provide insight on feature importance. Given a clustering so-
lution, importance of features to clusters can be computed using dif-
ferential analysis.

We compared NEMO to PVC in the context of missing data.
PVC was developed within the machine learning community for the
task of partial multi-view clustering, and has not been applied to
omic data previously. Remarkably, on average, in terms of survival
analysis, PVC (using the number of clusters of NEMO) outper-
formed all other methods on the partial cancer datasets with two
omics, while NEMO was better on the simulated partial datasets. As
PVC is limited to two omics, extension of that NMF-based algo-
rithm to more omics and to include a mechanism for determining
the number of clusters is desirable.

In some of the cancer datasets the results obtained using only
mRNA expression and DNA methylation were superior to those
achieved when also considering miRNA expression. In addition, in
some of the datasets we did not observe a significant decrease in per-
formance when removing a fraction of the gene expression data for
cancer patients. This phenomenon suggests that multi-omics cluster-
ing does not necessarily improve with more omics (see also
Rappoport and Shamir, 2018). A possible explanation is that the
different omics are highly correlated, such that additional omics do
not add signal. At least for some of the cancer types, this was not the
case. Alternatively, it is possible that omics contain contradicting or
independent signals, such that removal of data from one omics
strengthens the overall structure of the data. While NEMO per-
formed well with an additional omic that contains no signal, future
work is needed to deal with omics that contain independent or con-
tradicting signals.

5 Conclusion

Clustering cancer patients into subgroups has the potential to define
new disease subtypes that can be used for personalized diagnosis
and therapy. The increasing diversity of omics data as well as their
reduced cost creates an opportunity to use multi-omic data to dis-
cover such subgroups. NEMO’s simplicity, efficiency and efficacy
on both full and partial datasets make it a valuable method for this
challenge.
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Inaccuracy of the log-rank approximation
In cancer data analysis

Nimrod Rappoport & Ron Shamir

omparing survival patterns between

groups of individuals is ubiquitous

in biomedical research. A significant
difference in survival can show the efficacy
of a drug or the biological relevance of a
biomarker. In cancer research, clustering of
patient profiles is used to discover disease
subtypes (Prasad et al, 2016), and a significant
difference in survival between clusters is
usually considered a strong indication for a
clustering algorithm’s merit (Gabasova et al,
2017; Argelaguet et al, 2018). In these settings,
the standard means to compare survival
between groups of patients is the log-rank test
(Hosmer et al, 2008). We refer here to the
conditional version of the test (see Appendix).

The log-rank test is very broadly used. A
Google Scholar search for “logrank test
statistic” identifies > 22,000 citations, and a
PubMed search in titles or abstracts for
“logrank” or “log-rank” identifies > 30,000
papers, and 3,357 published in 2018 alone.
The real number of studies that use this test
is likely even higher. The P-value of the log-
rank test statistic is commonly approximated
by the chi-square distribution. We show
here that in important contexts that approxi-
mation is poor and can be misleading.

The chi-square approximation provides a
good fit when there are a large number of
events in each patient group and the group
sizes are balanced. Heinze et al (2003) and
Wang et al (2010) developed exact permuta-
tion tests that condition on the observed
follow-up in each group. While they showed
that the asymptotic log-rank test is inaccu-
rate, the extent of this inaccuracy in prac-
tice, for real modern datasets that contain
hundreds of patients and more than two
clusters, is unclear.

We have recently benchmarked nine
methods for clustering multi-omic data

across ten cancer cohorts from TCGA (The
Cancer Genome Atlas Network, 2008;
Rappoport & Shamir, 2018). Since survival
information was available for the patients,
we used the log-rank test chi-square approx-
imation to evaluate each solution. In addi-
tion, we implemented the exact test
developed by Heinze et al (2003) for more
than two groups. We validated on simulated
data that the implementation preserves the
false-positive rate better than the asymptotic
version (see Appendix), and used the imple-
mentation to compute the exact test’s P-
value (EP) of the log-rank score for each
solution on each cancer cohort. The results
(Fig 1A) show large gaps between the EP
and asymptotic P-value (AP). In fact, the
APs for 48 out of the 90 clustering solutions
were not within their 95% confidence inter-
vals constructed using the permutation test.
This inaccuracy was exacerbated for small
P-values: 30 out of the 37 significant APs
(< 0.05) did not fall within their 95% confi-
dence intervals. In all these cases, the EPs
were higher (less significant). In 17 out of
the 37, the difference between the EP and
the AP was at least 2-fold. Three of the 37
cases reported as significant according to the
asymptotic approximation (8%) were actu-
ally not significant according to the permuta-
tion tests.

Some asymptotic results were rather
extreme. The MCCA method (Witten &
Tibshirani, 2009) on the KIRC cancer dataset
gave a clustering solution that obtained
AP < 2e-16, but EP = 6.8e-5. The distribu-
tion of the APs over one million permuta-
tions of the KIRC cluster labels is shown in
Fig 1B. By definition, that distribution
should be uniform under the null hypothe-
sis. However, 10.9% of the permutations
received an AP < 0.05.

We performed an additional test using
the breast cancer dataset, which contains
621 patients. For each number k of clusters
from 2 to 20, we partitioned the samples at
random into k — 1 clusters of 10 patients
and one large cluster with all other patients,
and computed the APs. We repeated the
process for many random permutations of
the patient labels and calculated the fraction
of permutations with AP <0.05 (see
Appendix). The results are shown in Fig 1C.
In spite of the large size of the breast cancer
dataset, the probability to report a clustering
as significant was markedly higher than 0.05
and increased as the number of clusters k
increased. For k = 4, a common number of
clusters for breast cancer datasets, the prob-
ability for AP < 0.05 was already > 0.08.

How common is the use of the asymp-
totics in software tools? The R “survival”
package, the Python “lifelines” package,
SPSS, SAS and Stata all use the asymptotic
test and report the same P-values. While
several packages do implement non-asymp-
totic tests (see Appendix), they are less
widely used. We conclude that the vast
majority of the studies that perform the log-
rank test use the asymptotic P-value.

A systematic search for cases where the
use of the asymptotic test led to wrong
conclusions is challenging: most studies do
not publish survival data, and these data
have no standard format. However, we were
able to find recent cases where the test led to
wrong or overstated reports. Joachim et al
(2018) reported that use of the chemothera-
peutic agent Topotecan resulted in a signifi-
cant survival benefit in a murine model of
endotoxemia. While the log-rank AP was
0.042 for the presented data, the EP was
actually 0.059. Gabasova et al (2017) devel-
oped a novel method for multi-omic
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Figure 1. Asymptotic P-values (APs) compared to P-values based on permutation tests (EPs).
(A) APs and EPs for clustering solutions of nine algorithms over ten cancer datasets. Red dots: 2AP < EP. MCCA’s solution on KIRC is omitted. Confidence intervals for
the EPs are small such that they are contained in the dots. (B) Distribution of APs across permutations of MCCA’s solution on KIRC dataset. The red line represents the
expected theoretical distribution. (C) The probability to observe AP < 0.05 in random clustering solutions with different number of clusters on the breast TCGA dataset

(see text).

clustering and used it to cluster breast cancer
data. The authors reported a P-value of
0.038. As the version of log-rank used was
not specified, and the clustering solution was
not provided, we could not calculate the EP.
Instead, we permuted the group labels a
large number of times, and for each permuta-
tion computed the AP of the conditional log-
rank, which is the more appropriate version
to use in this scenario (see Appendix). For
13.5% of the permutations, the computed AP
was < 0.038, which shows that reporting the
AP is not sufficient in this case to show a
clustering solution’s merit. Hence, erroneous
significance conclusions due to the use of AP
occur both in biomedical research and in
algorithm development. Overstatement of
significance is likely even more common.

The difference between asymptotic and
exact tests is not unique to the log-rank test.
Rather, it is important for all statistical tests
that rely on asymptotics, when sample size is
small. In the log-rank test, inaccuracy is not
affected only by the sample size, but also by
the number of events within each group, and
by imbalance in the group sizes. In some other
statistical tests, there is higher community
awareness of inaccuracies. For example, the R
implementation of the chi-square test for inde-
pendence issues warnings when used with
small sample sizes. Such awareness should be
raised for all asymptotic statistical tests.

Aside from the inaccuracy caused by
using the asymptotic test, there are addi-
tional factors that one should consider when
using the log-rank test. The null hypothesis
for the test with multiple groups is that the

2 of 3 Molecular Systems Biology ~15: €8754 | 2019

survival function is the same for all groups.
The test will therefore reject the null hypoth-
esis even in cases where only a single group
differs from the others. Another factor to
consider is that the test has low power when
the different survival functions cross one
another. Analysis of differential survival for a
clustering solution should therefore be accom-
panied by visualizing the Kaplan—Meier curve,
and not by solely reporting the log-rank
P-value, whether it is asymptotic or exact.

The log-rank test is widely used to compare
survival of different patient groups and to
assess disease subtyping. It is perhaps the
leading evaluation criterion that guides devel-
opment of new computational methods for
clustering patients. For large datasets with
many events in each group, the asymptotic
log-rank test computes an accurate P-value.
However, our results show that P-values based
on the chi-square approximation are highly
inaccurate in evaluating clustering solutions
of popular methods on real cancer datasets. It
is therefore essential that future analyses
compute and report P-values using exact tests.

Data and software availability

TCGA data after preprocessing for all cancer
types are available here: http://acgt.cs.ta
u.ac.il/multi_omic_benchmark/download.html.
Code to reproduce the analyses presented in
this paper, and our implementation of the
permutation-based log-rank test for more
than two groups, are available in GitHub:
https://github.com/Shamir-Lab/Logrank-
Inaccuracies/tree/master.
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Abstract

Recent advances in experimental biology allow creation of datasets where several genome-
wide data types (called omics) are measured per sample. Integrative analysis of multi-omic
datasets in general, and clustering of samples in such datasets specifically, can improve our
understanding of biological processes and discover different disease subtypes. In this work
we present MONET (Multi Omic clustering by Non-Exhaustive Types), which presents a
unique approach to multi-omic clustering. MONET discovers modules of similar samples,
such that each module is allowed to have a clustering structure for only a subset of the
omics. This approach differs from most existent multi-omic clustering algorithms, which
assume a common structure across all omics, and from several recent algorithms that
model distinct cluster structures. We tested MONET extensively on simulated data, on an
image dataset, and on ten multi-omic cancer datasets from TCGA. Our analysis shows that
MONET compares favorably with other multi-omic clustering methods. We demonstrate
MONET’s biological and clinical relevance by analyzing its results for Ovarian Serous Cysta-
denocarcinoma. We also show that MONET is robust to missing data, can cluster genes in
multi-omic dataset, and reveal modules of cell types in single-cell multi-omic data. Our work
shows that MONET is a valuable tool that can provide complementary results to those pro-
vided by existent algorithms for multi-omic analysis.

This is a PLOS Computational Biology Methods paper.

Introduction

Modern experimental methods can measure a myriad of genome-wide molecular parameters
for a biological sample. Each type of such parameters is called "omic" and is measured by a dif-
ferent method. Analysis of omic data improved our understanding of biological processes and
human disease, and is now used in therapeutic decisions [1]. While each experiment usually
measures only one omic, several experiments can be performed on the same biological sample,
resulting in multi-omic datasets. Large consortia such as TCGA and ICGC collected multi-
omic data from tens of thousands of tumors [2,3]. Analysis of these data can further improve
our understanding of cancer biology and suggest novel treatments.
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Many algorithms have been developed in recent years to analyze multi-omic data, and most
prominently, to detect subtypes of cancer, a task termed multi-omic clustering [4,5]. The vast
majority of multi-omic clustering algorithms assume that a common underlying structure exists
across all omics, and use all omic datasets to reveal this structure. Among the algorithms devel-
oped under this assumption are SNF and NEMO [6,7], as well as matrix factorization based
methods such as MOFA+ [8], iClusterBayes [9] and MultiNMF [10]. However, this assump-
tion does not always hold. For example, expression and mutation data do not seem to share
the same structure. Even more closely related omics, such as expression and methylation, dif-
fer. This is demonstrated by the low agreement in clustering solutions that are produced based
on different omics [11,12], and was also shown in a number of recent papers [13,14]. More-
over, in a recent benchmark we performed, we observed that solutions based on single omics
can sometimes be more clinically relevant than solutions based on multiple omics [5]. Algo-
rithms that can cluster patients while accounting for the disagreement between omics are there-
fore required.

Several recent methods addressed the distinct structure in different omics by using Bayesian
statistics and modeling the different omics and their correlations. Savage et al. performed clus-
tering on two omics, while allowing samples to be fused or unfused [15]. A fused sample
belongs to a cluster spanning both omics, while unfused samples can belong to different clus-
ters in the two omics. PSDF extended this framework to support feature selection [16].

MDI supports more than two omics [17]. Each omic has its own clustering, but clusters in
different omics match each other. The probability that a sample will belong to matching clus-
ters in two different omics has a prior that is higher the more these two omics are similar. In
TWL [14], as in MD], each omic also has its own clustering, and clusters in different omics
match each other. A prior is placed such that samples are more likely to belong to the same
cluster in different omics. BCC assumes a model with a global clustering and a clustering for
each omic separately, and the global clustering serves as a Bayesian prior for each omic-specific
clustering [18]. Clusternomics represents the global clustering as a Cartesian product of the
omic-specific clusters, and can also map several such clusters into the same global cluster [13].
These methods have several limitations. MDI and TWL include only omic specific clusters,
without providing a global clustering solution, and leave it to the user to choose between mul-
tiple clustering solutions. MDI, TWL and BCC further require that clusters in different omics
match each other. Clusternomics’ approach of representing global clusters as a Cartesian prod-
uct of omic-specific clusters is less suited to find signals that are weak but consistent across
many omics, and results in a high number of clusters. All methods except PSDF require a sam-
ple to belong to a coherent cluster in each of the omics, and PSDF is limited to only two omics.
Furthermore, all available methods are based on Bayesian statistics, which requires explicit
modeling of each omic, and is slow to optimize.

Here we present MONET (Multi Omic clustering by Non-Exhaustive Types), an algorithm
for detection of patient modules for multi-omic cancer data. MONET uses ideas from
MATISSE [19], an algorithm to detect gene modules, and generalizes its algorithmic approach
to multi-omic data. In MONET’s unique approach to multi-omic clustering, the goal is to
form patient modules, such that each module can use only a subset of the omics. Thus,
MONET can find patient modules with a common structure across some omics, and disregard
other omics in that module, allowing different omic subsets for different modules. Note that
this differs from ignoring an omic altogether, because an omic that is not used for one patient
module can be used for other modules. MONET’s solution allows outlier patients, who do not
belong to any module.

We show that MONET finds biologically and clinically relevant patient modules in several
datasets, giving results that compare favorably to those obtained from existent multi-omic
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Fig 1. Actions performed by MONET when detecting heavy modules. Dots represent samples, and enclosing circles represent modules. The colors of
the enclosing circle represent the omics covered by the module. Panel E shows the current state-two modules, where the left module (&) is covered by two
omics and the right module (8) by one. An additional sample is lonely, i.e., does not belong to any module. Each other panel shows one action. B: the grey
sample is added to module . C: the grey sample is removed from module a. F: the grey sample moves into module 8. I: module 3 is split. H: an omic is
added to module $. G: an omic is removed from module . D: modules & and f are merged. A: module o is discarded. In the shown case one of its samples
is added to module 8, and the other two become lonely. Actions for splitting module with omic or by adding omic are not shown.

https://doi.org/10.1371/journal.pcbi.1008182.g001

clustering methods. Furthermore, we show that MONET is useful for other biomedical tasks,
as it successfully finds modules of genes, and of cells in single-cell data.

Methods

Overview

The input to MONET is a set of L omic matrices. Matrix [ has n samples and p, features. The out-
put is a set of modules, where each module is a subset of the samples. Modules are disjoint, and
not all samples necessarily belong to a module. Samples not belonging to a module are called
lonely. Each module M is characterized by its samples, denoted samples(M), and by a set of omics
that it covers, denoted omics(M). Intuitively, samples(M) are similar to one another in omics(M).

MONET works in two phases. It first constructs an edge-weighted graph per omic, such
that nodes are samples and weights correspond to the similarity between samples in that omic.
In the second phase, it detects modules by looking for heavy subgraphs common to multiple
omic graphs.

Omic graphs
MONET constructs a graph G for each omic I separately. G, is a full graph on n nodes. Denote
by sim(u, v) some similarity measure between samples 1 and v in omic I. The weight assigned

to edge (¢, v) in omic I, denoted by wi(u, v), is given by a function of the similarity between
these two samples which we term "weighting scheme". This function is denoted f:

w,y(u,v) = f(sim,(u,v))
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The weight of a module is defined as:

Welght(M) = 2leomics(M)Ewesamples(M) Wl(u7 V)

The optimization problem

MONET’s objective function is to find a disjoint set of modules M;,M,. . . maximizing
X weight(M,).

Importantly, we require that the weighting scheme returns values that are both positive and
negative. High positive values indicate that the two samples are similar and should belong to
the same module for omic [, while low negative values indicate the converse. A module with a
positive weight therefore contains samples that are on average highly similar in the omics cov-
ered by the module. If all edge weights are positive, modules will always improve their scores
by adding more samples and omics. Note that we present MONET here as a combinatorial
optimization problem, but for some weighting schemes, the weight of each edge has a probabi-
listic interpretation. In such cases, the weight of a module is interpreted as the score for a log-
likelihood ratio test for whether samples(M) form a module on omics(M), under the simplify-
ing assumption that modules and sample pairs are independent. More details on this probabi-
listic formulation are in the appendix.

To construct the omics graphs, any weighting scheme can be used. The scheme we used here is
as follows. We first apply NEMO [7], a multi-omic clustering algorithm we recently developed, to
each omic separately R times, each time on randomly selected 80% of the samples. We set ¢j(u, v)
to 1 if samples u and v clustered together in the #’th run on omic /, and to 0 otherwise. Denote by
avg(c;) the average value of the ¢] matrix, and by R(u, v) the set of NEMO executions in which
both u and v were sampled. We set w;(u, v) = mean, .y, (c](4,v) — avg(c])) — C. The constant
C controls the balance between modules that cover one omic (higher C value) and modules that
cover multiple omics (lower C value). Here we used C = 0.2 and R = 100. For the classification
experiments we used a different weighting scheme, which is based on a Gaussian mixture model.
Its full details are in the appendix.

Heavy module detection

Given all the omic graphs, MONET now detects modules with high weight by maximizing the
objective function X yweight(M). There is no constraint on the number of modules, or an
upper bound on module sizes, so the weighting scheme must create both positive and negative
edges, otherwise the trivial optimal solution is a single module containing all patients and cov-
ering all omics. The problem of detecting heavy subgraphs in this setting is NP-hard even for
the case of a single graph [19]. We therefore developed an iterative greedy heuristic for detect-
ing heavy modules. The algorithm is initialized with a set of modules termed seeds. After seed
finding, at every iteration MONET considers several possible actions, described below, that
can increase the objective function. It then performs an action that provides the greatest
improvement.

m Seed finding: Seeds are found iteratively. The first seed is determined by constructing a
graph where edge weights are the sum of the edge weights in all individual omics, randomly
selecting a first sample, and constructing a module containing all omics, which contains the
first sample and its k neighbors with highest positive edge weights. All samples that were
assigned to a module are removed from the graph, and the next seed module is sought. The
procedure ends once S seeds were found. In this work we used S = 15 seeds for all datasets, and

k = floor(%).
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m Optimization actions: Once a set of seeds is found, MONET improves the modules itera-
tively in a greedy manner. In each iteration, a module M’ is selected at random, and MONET
calculates the gain in the objective function from a set of possible actions concerning the mod-
ule. It then chooses the action with maximal gain. It stops when no action provides a gain in
any module. The actions considered are (see Fig 1):

- Add a sample to M. All lonely samples are considered. Since we observed that this action
is commonly chosen in initial iterations when S and k are both small, we allowed up to 10 (or
#if n>1000) samples to be added in a single action, to reduce the number of iterations.

- Remove a sample from M'.

- Move sample from module M’ to another module, or move a sample from another module
to M'. All possible samples and modules are considered. Similarly to adding samples, we allow
up to 10 (or £ if n>1000) sample switches in a single action.

- Add an additional omic to a module. All omics are considered.

- Remove an omic from a module. All the covered omics of the module are considered.

- Merge modules M’ and M". The set of samples for the new module is samples(M')Usam-
ples(M"). The omics for the new module are one of the following: 1. omics(M')Uomics(M”) 2.
omics(M')Nomics(M") 3. omics(M') 4. omics(M”). All four options are considered.

- Split M’ into two modules. For this action, a graph is constructed with nodes samples(M’),
and where the weight of the edge between u and v is Xjcomicsurywi(t, v). In this graph we find a
heavy subgraph M”, and create two modules, M” and M\M". The omics of both modules are
omics(M').

- Discard M'. Each sample u in M’ is moved to the module M” with the highest sum of
weights from u to M” using omics(M"). If all these sums are negative, u is made lonely.

- Create a new module using all lonely samples. MONET finds a heavy subgraph in each
omic separately, and a module is created from the heaviest subgraph found.

- Split M’ by adding an omic. For every omic Komics(M'), MONET looks at the subgraph
induced by samples(M’) on G, denoted G [samples(M')], and detects in it a heavy subgraph.
Denote the nodes of the heavy subgraph by U. We then split M’ into two modules. In one mod-
ule the nodes are U, and the omics are omics(M’)U{l}. In the second module the nodes are sam-
ples(M')\U and the omics are omics(M’).

- Split M’ with an omic. As in the previous action, a heavy subgraph with nodes U is found
in Gj[samples(M’)], but here for every I€omics(M’). Two modules are constructed. In one the
nodes are samples(M')\U and omics are omics(M’). In the other samples are U and the only
omic is / that produced the heavy subgraph.

MONET uses a parameter 7 for the minimum module size. Actions that reduce the number
of samples below 77 are not executed, and module splits are considered under this restriction.
Here we used = max(round(%), 10).

To find a heavy subgraph in a graph, we use a heuristic based on Charikar’s 2-approxima-
tion to the problem of maximum density subgraph [20]. We iteratively find the node with low-
est (weighted) degree and remove it from the graph, until no node is left. We then choose the
heaviest of the sequence of subgraphs obtained during this process. The complexity of the heu-
ristic on an n-node weighted full graph is O(#?).

The MONET algorithm is guaranteed to converge to a local maximum, because the sum of
weights within all modules is increasing in each iteration. The algorithm stops when no action
on any module improves the objective.

In each iteration, all actions that do not involve finding heavy subgraphs consider each edge
in each of the omic graphs a constant number of times. The complexity of all these actions is
therefore O(X(n+|Ej|)), where E; is the number of edges in G;. The complexity of splitting a
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module and of creating a new module involves finding a heavy subgraph and is thus O(Z(n+|
Ej|)+n%). For the last two actions, for the same reason, the same complexity is needed for each
omic considered for the split, and the overall complexity is O(L(Z(n+|E|)+n>)), which is there-
fore the overall complexity of each iteration. For full graphs, this gives a worst case complexity
of O(L*n?). The space complexity is O(Ln?).

In a post-processing step we perform empirical significance testing to filter modules. Given
a module, we sample 500 modules of the same size and omics, and only keep the module if its
weight is in the highest 1%. In practice we only performed the testing for modules of minimal
size (1 = 10 here), as we never found larger non-significant modules. Samples that do not
belong to any module after filtering are marked as lonely.

Since the algorithm for finding heavy modules is only guaranteed to converge to a local
maximum, the algorithm is repeated multiple times, and the best solution is returned. Unless
otherwise specified, we used 15 repeats for the analyses performed in this work.

Additional MONET features

m Partial datasets: MONET can handle datasets where only a subset of the omics were mea-
sured for some samples. Such samples are added to all omic graphs, but in omics where these
samples were not measured their nodes have no edges. This way, omics in which no data were
measured for a sample do not affect the decision of assigning the sample to a module.

mSample classification after clustering: Once modules were calculated from the data,
MONET can naturally classify new samples into modules. For each module M, MONET calcu-
lates the gain in weight(M) from adding the new sample u to M: Z,camplespywi(u, v), and clas-
sifies the sample to the module with maximal gain. If the gain is always negative, the sample is
not classified to any module. This computation takes O(nL) given that the edge weights were
already calculated.

Testing methodology

We applied MONET and several other algorithms to simulated, image and cancer datasets that
are described later. Here we outline the way we evaluated the results.

Clustering assessment. To assess a clustering solution where the true clustering of the
data is known, we used the Adjusted Rand Index (ARI) [21]. Note that the ARI can compare
solutions with different number of clusters and different cluster sizes. On cancer datasets from
TCGA we performed survival analysis to assess the distinction in survival between the different
groups of samples, and tested enrichment of known clinical parameters. For the survival analy-
sis we used a permutation-based approach to perform the log-rank test, since the widely used
asymptotical version of this test tends to overstate significance, and specifically for TCGA data
[22-24]. We also used permutation testing to assess the enrichment of clinical parameters [5].
The clinical parameters we considered were gender, age at diagnosis, pathological stage and
pathologic M, N and T. In addition we considered known subtype definitions—PAM50 for
breast cancer [25] and the French-American-British classification (FAB) for AML [26].

Partial datasets experiments. For cancer datasets, we sampled 40% of the patients, parti-
tioned them into three equal groups, and removed every group from one of the omics. For the
image dataset we removed 20% of the samples in each omic independently. We then applied
MONET to the data and calculated ARI with MONET’s solution on all data. We repeated this
experiment 10 times.

Classification experiments. to perform experiments on a dataset we first applied
MONET to it. Denote MONET’s solution by Sol,,;. We then partitioned the samples in the
dataset into 10 equal folds. For every fold 7, we applied MONET to all samples except those in
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the fold, and denote the solution by Sol;. We define the stability of the fold to be ARI(Sol,;,Sol;)
where the ARI is computed using only samples that appear in both Sol,; and Sol;. We then clas-
sified the held out samples to the modules from Sol;, and denote the solution after classification

by Sol.. We define the Rand Index following classification (RFC) of the fold to be
ARI(Sol sél,.), where the ARI is now measured across all samples. For datasets where the

ground truth is known we also measured ARI(ground_truth,Sol;), and ARI(ground_truth, S[)li),
and term them the pre-classification accuracy (preCA) and post-classification accuracy
(postCA) respectively.

Simulations. The simulations are described in the appendix.

Ovarian cancer analysis. To check the clustering solution for enrichment of clinical
parameters we used chi-squared test for discrete features (e.g. tumor stage) and Kruskal-Wallis
for numeric ones (e.g. age). We also used chi-square to test for enrichment of mutations and
used Benjamini-Hochberg to correct for multiple hypotheses. To find genes and miRNAs that
are highly expressed in a module, we performed a one sided t-test (with & = 0.05) comparing
the expression level in the module and the rest of the samples (after log normalization) and
corrected for multiple hypotheses with Benjamini-Hochberg. Survival analysis was performed
as described for the other TCGA datasets. To determine differential survival while controlling
for the age and stage, we fitted a Cox multivariate proportional hazard model.

Results
Simulated datasets

We first performed two simulations to test MONET’s approach to multi-omics clustering. In
the first, we simulated 300 samples from five equal-size modules in two omics. Module 1 cov-
ers only the first omic, module 2 only the second omic, and modules 3-5 cover both omics
(Fig A in S1 Appendix). We added five outlier samples that do not belong to any module.
MONET correctly identified the modules (ARI = 0.92) and their corresponding omics (Fig B
in S1 Appendix). In another experiment, we simulated 150 samples from five modules in
three omics (Fig C in S1 Appendix). Module 1 covers all omics. Modules 2-5 cover all omics,
are indistinguishable in omic 1, but belong to different clusters in omics 2 and 3. Only a small
number of features separate the modules in omic 2, so the signal in omic 2 is weak. When pre-
sented with only omics 1 and 2, MONET identified module 1 but chose to treat modules 2-5
as one module that only covers the first omic (Fig D in S1 Appendix). When faced with omic
3 as well, the ARI equaled 1, and MONET identified these samples as coming from different
modules that cover all omics (except for one module whose samples were very different in
omic 2, which does not cover that omic) (Fig E in S1 Appendix). These simulations highlight
MONET’s approach to multi-omic integration, where sample modules can cover only a subset
of the omics, based on the strength of the clustering structure in these omics. Full details on
the simulations are in the appendix.

Digits dataset

We next tested MONET in a dataset where the ground truth is known. The dataset [27] con-
tains six types of features ("omics") of 2000 images of the handwritten digits 0-9. For most
tests, we used 400 images. See additional details in the appendix.

We applied MONET and seven other methods to the data. We chose BCC, MDI, Cluster-
nomics and TWL, which model disagreement between omics. We also chose SNF and NEMO
to represent general multi-omic clustering methods. SNF is widely used, and we recently
showed NEMO’s high performance [7]. We also included MOFA+ [8], a widely used multi-
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omic dimension reduction method. While MOFA was not developed specifically to cluster
samples, its low dimensional representation can be used to cluster samples. Each method clus-
tered the data into 10 groups. Note that MONET cannot get as input the number of modules,
so we instead shifted the edge weights of the omic graphs to encourage about 10 modules (see
details in the appendix). Fig 2A shows that MONET outperformed the other methods that
model omic disagreement, and was comparable to SNF and NEMO. When ignoring lonely
samples, MONET was slightly better than SNF and NEMO. Several modules found by
MONET covered only a subset of the omics, suggesting a different structure in different omics
(Fig E in S1 Appendix). Methods modeling omic disagreement were much slower than SNF,
NEMO and MONET, which required a few seconds or minutes (Fig 2B).

In order to test MONET’s scalability to thousands of samples, we also executed MONET on
all 2000 images in the dataset. MONET took almost six hours to run, compared to less than
ten minutes on 400 images. This was mainly due to increased runtime per iteration, but also
because more iterations were required for convergence (Fig G in S1 Appendix). The perfor-
mance was largely unchanged, with the ARI decreasing from 0.79 to 0.78.

Cancer datasets

We next executed the same eight methods on real cancer datasets from TCGA, each containing
three omics: mRNA expression, DNA methylation and miRNA expression. We used ten cancer
types: Acute Myeloid Leukemia (AML), Breast Invasive Carcinoma (BIC), Colon Adenocarci-
noma, Glioblastoma Multiforme (GBM), Kidney Renal Clear Cell Carcinoma (KRCCC), Liver
Hepatocellular Carcinoma, Lung Squamous Cell Carcinoma (LUSC), Skin Cutaneous Mela-
noma, Ovarian serous cystadenocarcinoma and Sarcoma. Dataset sizes ranged from 170 to 621
patients. Full details on the datasets are available in our recent benchmark [5]. We used differ-
ential survival between clusters as an assessment criterion for the quality of a clustering solution
(see Methods). MONET’s modules for all cancer datasets are available in S1 Supporting Data.

As we can see in Fig 2C, MONET and NEMO had the highest number of cancer types with
significantly different survival (at significance level 0.05), with 6 such types. MDI came next
with 5, and the other methods had 3-4. Remarkably, in our recent benchmark, eight other
multi-omic clustering methods, including the factorization-based methods iClusterBayes and
MultiNMF, achieved significance for at most five cancer types. NEMO and MONET were also
the best performers in terms of the number of subtypes with enriched clinical parameters (Fig
2D). The cancer types for which MONET and NEMO obtained a significant difference in sur-
vival were not identical. While both had different survival in AML, GBM, liver hepatocellular
carcinoma and Sarcoma, NEMO found differential survival in BIC and melanoma, and
MONET in KRCCC and ovarian cancer. Such a difference was also evident in the clinical
parameters: NEMO found an enrichment in melanoma, while MONET found in LUSC. These
results suggest that NEMO and MONET can be used complementarily. In terms of runtime,
SNF and NEMO required seconds per dataset, MONET and MOFA+ a few minutes, and the
remaining methods were an order of magnitude slower (Fig 2E).

The number of clusters chosen varied considerably among algorithms (Fig H in S1 Appen-
dix). SNF had a mean of 2.8, TWL 3.4, NEMO, MONET and BCC 4-5, MOFA+ 5.7, MDI 8.9
and Clusternomics 26.5. The high numbers of MDI and Clusternomics are possibly due to
attempting to model clustering in each individual omic. The log-rank p-value, number of
enriched clinical labels, running time and number of clusters for each method and dataset are
presented in Tables A-D in S1 Appendix.

MONET discovered modules that use different combinations of omics (Fig 2F). Most of
the modules were based on only a single omic, and for several cancer types all modules covered
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Fig 2. Performance results. A-B: Digits dataset. A: ARI of methods for multi-omic clustering. B: Run time. C-F: Results on ten TCGA cancer datasets. C: Number of
cancer subtypes for which each method found a clustering with statistically different survival. D: Number of cancer subtypes for which each method found a clustering

with an enrichment of a known clinical label. E:

https://doi.org/10.1371/journal.pcbi.1008182.9002

Run time. F: Number of MONET modules that cover each subset of omics.

only one omic. For some cancer types, this omic was the same for all modules, signifying a
strong clustering structure in that omic. In none of the cancer types the solution contained
only modules that covered all omics. These results suggest that different omics may have dif-
ferent structures, and that MONET reveals such differences. MONET also reported several
(between 0 and 14) lonely samples per cancer (Fig I in S1 Appendix).

Since MONET is only guaranteed to converge to a local optimum, we experimented with
using different numbers of restarts. In addition to the above results, which used 15 restarts, we
also executed MONET with 1 and 50 restarts. For both 1 and 50 restarts, 6 cancer datasets
were significantly associated with survival. The number of datasets with enriched clinical labels
was 8 for one restart, and increased from 8 to 9 for 50 restarts, suggesting that MONET may
benefit from more iterations. However, the clustering results of different restarts were gener-
ally similar to one another (Fig J in S1 Appendix).

Additional analysis of the cancer results

We examined in more detail the clustering solution of MONET on the 287-patient ovarian
cancer dataset. MONET found four modules in this dataset, with sizes 22, 63, 77 and 115,
named M1-M4, and identified 10 samples as outliers (see Fig K in S1 Appendix for the feature
heatmaps). While SNF and MDI seek to integrate structure across all omics (Fig 3A), MONET
chooses the omics covered by each module. In its solution all modules cover the gene expres-
sion omic, and M1 also covers miRNA expression (Fig 3B). To assess the clinical relevance of
MONET’s modules, we examined the distribution of different clinical parameters across the
modules. The modules showed significant differential survival (p = 0.036, Fig 3C), with M2
showing significantly better survival than the others (p = 4e-3). The modules showed differen-
tial survival even after correcting for age at diagnosis and clinical stage (p = 2e-4 using a Cox
proportional hazards model). None of the other clustering algorithms found a solution with a
significant difference in survival (Fig 3D). The modules were not significantly dependent of
the clinical stage (0.056, chi-square test, 0.08 for Kruskal-Wallis), and they were enriched for
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venous invasion status (8e-4, chi-square test, Table E in S1 Appendix) and for age at initial
diagnosis (p = 7e-3 by Kruskal-Wallis, Fig L in S1 Appendix). No module was enriched for
any mutation from a list of known driver mutations reported in TCGA’s analysis of ovarian
cancer [11] (see Table F in S1 Appendix).

We next characterized each module in more detail using clinical parameters and GO
enrichment analysis (performed with Gorilla [28]) of differentially expressed genes with high
module expression (see Methods). M1 had younger patients (p = 0.02, Wilcoxon test). It was
the only module that included the miRNA omic. We found 21 miRNAs that were highly differ-
entially expressed in M1’s patients (Fig 3E, Table G in S1 Appendix), including mir-514,
which was far higher on samples in M1 compared to all other samples (Fig 3F). It was recently
reported to regulate proliferation and cisplatin chemoresistance in ovarian cancer [29]. M2
had significantly better survival, and its highly expressed genes were enriched for immune
response. M3 was characterized by older samples (p = 4e-3, Wilcoxon test) without venous
invasion (p = 2e-4, chi-square), and upregulation of genes involved in microtubule-based pro-
cess (e.g. TUBB2B, TUBB4A). Finally, samples in M4 were enriched for venous invasion
(p = 0.02, chi-square) and high expression of immune response and extracellular matrix orga-
nization related genes (e.g. MMP9 and multiple collagen subunits).

To understand the differences between M2 and M4, we found genes differentially expressed
between them. M4 had higher expression of genes related to cell adhesion (e.g. collagen sub-
units), extracellular matrix (ECM) organization, and regulation of developmental process (e.g.
WNT7A, WNT7B). Both the extracellular matrix and WNT signaling were previously reported
to regulate ovarian cancer progression [30,31], and may explain the difference in venous inva-
sion and survival between the modules. The high expression of ECM proteins may link M4
with the previously reported Mesenchymal subtype [11].

We also executed NEMO and MONET on each individual omic in the ovarian cancer data.
MONET found a significant separation in survival for each omic individually (p-value 0.04-
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0.05 in all omics), while NEMO did not find such separation for any. This shows MONET’s
effectiveness as a single-omic clustering approach (in this setting it is very similar to Matisse).

We observed that in several cases MONET used omics that were especially relevant for a
specific dataset. For example, MONET’s solution on GBM used only methylation in all mod-
ules. We executed spectral clustering and NEMO on each GBM omic separately and both algo-
rithms found a solution with significant difference in survival only for the methylation dataset
(p-value < 0.001 in both cases). Note however that MONET’s solution often uses multiple
omics (see Fig 2F for all cancer datasets and Figs M-N in S1 Appendix for the solutions on
BIC and Sarcoma).

One of the main advantages of Bayesian methods is that they associate a posterior probabil-
ity for each sample to belong to each cluster. MONET also provides a quantitative measure for
the association between a sample and a module: the sum of weights between the sample and all
the module’s samples across all omics covered by the module. A similar association score can
also be calculated for each omic separately (see Fig O in S1 Appendix for the scores for the
ovarian cancer dataset). These scores can assist in better understanding of the data, on top of
the binary module memberships. For example, Fig O in S1 Appendix shows that M1 has a
weak structure in both the omics it covers, while the three other modules differ greatly in gene
expression. The score also suggests that M3 samples have some similarity in methylation, as is
also suggested by Fig K in S1 Appendix, though this level of similarity is not sufficient for M3
to cover the methylation omic. These observations appear consistent with the t-SNE plot for
the data (Fig 3A).

Partial datasets

Often in multi-omic datasets, some samples have measurements for only a subset of the omics.
Such datasets are called partial. MONET can address such datasets by assigning edge weight 0
to samples in the omics that were not measured. We tested this ability using the Sarcoma data-
set, which had modules covering all omics, and using the digits dataset. In each dataset we ran-
domly removed samples from some omics (see Methods), applied MONET, and compared its
solution to the solution using all samples, and to the ground truth in case of the digits dataset.
The results are presented in Fig 4A and Fig 4B.

MONET’s output on the digits dataset was quite robust, with only a slight deterioration in
performance. The Sarcoma results were stable as well, but the stability highly varied between
the omics from which samples were removed. Samples removed from the gene expression
omic had lower ARI compared to samples removed from other omics, possibly indicating that
MONET’s solution is highly affected by that omic for that dataset. The ARI slightly differed for
samples in the digits dataset as well depending on the omic from which they were removed
(Fig P in S1 Appendix). These results suggest that MONET can be robustly applied to partial
datasets.

Classification

Given a clustering solution, MONET supports classification of new samples into modules (see
Methods). We tested MONET’s robustness and classification on the Sarcoma and digits data-
sets. For each dataset we performed an unsupervised version of 10-fold cross validation. We
define the stability of a fold as the ARI between MONET’s solution on all samples and MON-
ET’s solution for the current fold (which excludes 10% of the samples). We define the Rand
Index following classification (RFC) of a fold as the ARI between MONET’s solution on all sam-
ples and its solution on the fold following the classification of the 10% held out samples (see
Methods). For the digits dataset, we also compared the result of every fold to the ground truth,
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with and without the 10% of held out samples, and term them the pre-classification accuracy
(preCA) and post-classification accuracy (postCA). Note that we used here the Gaussian mix-
ture weighting scheme (which is described in the appendix), as in order to perform classifica-
tion MONET calculates the edge weights for the new samples.

The results are presented in Fig 4C and Fig 4D. In the runs on the digits dataset, both the
stability and RFC are high. 45 (11%) of the images were not classified to a module, as no mod-
ule with positive classification score was found for them. In the runs on the Sarcoma dataset
the results are only moderately stable, but the RFC is as high as the stability. This suggests that
the classification is accurate, and that decrease in performance stems largely from the different
clustering structure that is obtained from sampling the datasets. All samples were classified in
this dataset. Overall, these results show that MONET’s framework can be used to perform clas-
sification given new samples.
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Other biological tasks: Gene and single cell clustering

We next tested MONET on additional biological tasks. We used MONET to cluster 1532
genes measured by both RNA-seq and microarrays of the BIC TCGA dataset that exhibited
high variance in both these omics. We used BIC because of its large sample size, and to demon-
strate MONET’s utility for in-depth analysis on an additional cancer type. MONET reported
five main gene modules (Fig 5A, Fig Q in S1 Appendix). We used Gorilla [28] to perform
enrichment analysis for these gene modules. Reassuringly, we found enrichment of biological
processes that vary across breast cancer patients in several modules, including "mitotic cell
cycle process”, "immune system process", and "extracellular matrix organization". As expected,
all gene modules covered both omics.

Finally, we applied MONET to single-cell data. Argelaguet et al. recently developed scNMT,
a method that measured gene expression, DNA methylation and DNA accessibility at single
cell resolution, and applied it to mouse embryos at embryonic days 4.5-7.5 [33]. We applied
MONET to the gene expression and promoter methylation data of 619 single cells (Fig 5B and
5C). The modules obtained were highly enriched for specific cell types and embryonic days of
development (Tables H-J in S1 Appendix). Several modules, across different cell types and
stages of development, covered both omics, reflecting the widespread changes in expression
and methylation during the onset of gastrulation [34,35]. Other modules used only gene
expression, suggesting an overall stronger distinction between cell types at the expression level.
One module covered only DNA methylation. This module comprised cells from different cell

Microarrays
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Fig 5. Using MONET to cluster genes and single cells. A. Gene clustering. t-sne visualization of MONET’s gene modules on the BIC dataset. Genes are colored by
MONET’s output. Lonely samples are colored in black. B-C. Single cell clustering based on gene expression and DNA methylation of promoters, using the scNMT
mouse embryonic development dataset. B. Like A, for MONETs solution on the dataset. C. Module omics identified by MONET. Rows represent modules and
columns correspond to omics. Colored panels indicate that the module covers the omic.

https://doi.org/10.1371/journal.pchi.1008182.g005
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types at E7.5, including cells from all germ layers, again highlighting that while the transcrip-
tional signatures of different cell types differ at that stage, the promoter methylation profile of
the different germ layers is still quite similar [33]. Overall, these results demonstrate that
MONET can be applied and lead to insights in diverse biological scenarios.

Discussion

We presented MONET, a novel multi-omic clustering algorithm. MONET can identify mod-
ules with structures present in some of the omics, without imposing these structures on other
omics. MONET can also identify samples that do not fit any detected module. State-of-the-art
methods that seek clusters across all omics often perform quite well, and structures that span
all omics have been observed in many studies. We view these approaches as complementary to
MONET, and suggest using both for multi-omic analysis. That is, data analysis can benefit
from using both MONET as well as other algorithms that seek a common structure, and each
of these approaches will reveal different aspects of the data.

It is challenging to interpret omics data and its clustering in the face of disagreement
between omics. From a data analysis point of view, as we noted before, one can use different
tools for the analysis. Methods that assume agreement between omics can be used, together
with different formulations for omic disagreement: omic-specific clusters, omic-specific devia-
tions from a global clustering solution, or clusters that apply in only a subset of the omics.
From a biological point of view, a different structure between omics can reveal insight on bio-
logical regulation and disease. For example, for biological regulation, it is interesting to dis-
cover gene modules that are co-expressed but are not highly correlated on the protein level. As
another example, in disease, the GBM G-CIMP subtype is associated with IDH mutations and
a characteristic methylation phenotype, while its expression profile does not define the subtype
as distinctly [36].

The edge weighting in MONET’s omic graphs can be done by schemes tailored to the omic
and data, allowing flexibility in the analysis. The weighting schemes used here to cluster
patients, genes, and single-cells show MONET’s ability in different biomedical domains. The
weighting scheme can also shift the balance between modules with single or multiple omics, or
place more emphasis on one particular omic.

Most multi-omic analysis methods assume that samples are present in all omics. This is
rarely the case in datasets available today, such as TCGA. It is also likely that partial datasets
will be prevalent in single-cell analysis, where measuring multiple omics from a cell is just
beginning and is experimentally challenging. MONET’s ability to analyze partial datasets will
make it valuable in this setting.

MONET has several limitations. Using different weighting schemes allows flexibility, but it
can be challenging to choose one that balances finding omic-specific signals and signals rein-
forced by different omics. The optimization problem MONET solves is NP-hard, so the algo-
rithm is heuristic. Adding new actions to MONET’s heavy subgraph algorithm can improve its
output. While MONET is faster than methods modeling disagreement between omics and can
easily be run on today’s datasets, which contain hundreds of samples, it is currently not scal-
able to more than a few thousand samples. Future work can improve MONET’s runtime, for
example by removing edges in the omic graphs, or by discretizing the edge weights, which
allows a more efficient implementation of Charikar’s algorithm. The potential of MONET for
classification warrants further validation in the cancer context. Finally, as MONET does not
model the features in the dataset, understanding the molecular differences between modules
requires additional analysis.
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Code availability

Code for MONET and for reproducing all results in this paper is in Github: https://github.
com/Shamir-Lab/MONET.

Supporting information

S1 Appendix. Additional implementation details, and supporting figures and tables.
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S1 Supporting data MONET’s clustering results on the TCGA and scNMT datasets.
(Z1P)
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ABSTRACT

Embryonic development involves massive proliferation and differentiation of cell lineages. This
must be supported by chromosome replication and epigenetic reprogramming, but how
proliferation and cell fate acquisition are balanced in this process is not well understood. Here
we use single cell Hi-C to map chromosomal conformations in post-gastrulation mouse
embryo cells and study their distributions and correlations with matching embryonic
transcriptional atlases. We find that embryonic chromosomes show a remarkably strong cell
cycle signature. Despite that, replication timing, chromosome compartment structure,
topological associated domains (TADs) and promoter-enhancer contacts are shown to be
variable between distinct epigenetic states. About 10% of the nuclei are identified as primitive
erythrocytes, showing exceptionally compact and organized compartment structure. The
remaining cells are broadly associated with ectoderm and mesoderm identities, showing only
mild differentiation of TADs and compartment structures, but more specific localized contacts
in hundreds of ectoderm and mesoderm promoter-enhancer pairs. The data suggest that while
fully committed embryonic lineages can rapidly acquire specific chromosomal conformations,
most embryonic cells are showing plastic signatures driven by complex and intermixed

enhancer landscapes.
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INTRODUCTION

The organization of mammalian chromosomes! must accommodate physical nuclear
packaging constraints alongside three major sources of dynamics — transcription?, replication®
and differentiation*®. Recent advances in microscopy’, and different conformation capture
technologies® have provided improved understanding of the way chromosomes fold in
general, leading to models for organization at multiple scales; from chromosomal territories
and interchromosomal spaces®, through active and inactive (also known as A and B) intra-
chromosomal compartments, and cohesin/CTCF mediated loop structures!®. These models
explain observations on the distribution of chromosomal contacts and domain insulation that
give rise to topological associated domains (TADs)*4. Moreover, parallel advances in
mapping the dynamics of genome replication show a high degree of linkage between
chromosomal compartments, TADs, and genome replication time control*>®, highlighting
genome replication as a key driver of the linkage between chromosomal structures and cellular
proliferation. Quantification of the mitosis and replication cycle in chromosomes using
synchronized cells'”*® and single cell Hi-C**?° was used to combine the effects of mitotic
compaction and genome replication into one model describing the effect of cellular
proliferation on chromosomal structure. Overall, current data indicate that chromosomes are
continuously being remodeled in all phases of the cell cycle - during exit from the mitotic state
(M-G1 phase), while replicating (S-phase), and when re-entering the mitotic state (G2-M
phase).

A cycling dynamics of chromosome structure is therefore unavoidable for proliferating cell
populations. This dynamics can be challenging if cells should combine proliferation with the
acquisition of stable transcriptional and epigenetic identities. A classical model for a process
that must balance remarkable proliferation with rapid differentiation is embryonic development.
Recent advances in single cell RNA-seq have provided unbiased and detailed maps of the
earliest stages of transcriptional sorting during embryo gastrulation?!. These data confirmed
and refined the classical observations on the emergence of an epiblast cell population and its
rapid diversification into the three germ-layers by embryonic day 7.5. It also showed that
diversification within the germ-layer is rapid and almost immediate, including early expansion
of embryonic blood and several distinct mesodermal lineages, the differentiation of basic
ectodermal neuronal progenitors, and the emergence of endodermal precursors from
primitive precursors and convergent extra-embryonic endoderm lineages??. Since these
dramatic transcriptional events are occurring while cells are dividing at maximal rates (at least
every 8 hours on average), the chromosomal structure underlying them must simultaneously

support replication and cell-fate acquisition. But it is currently not understood if and when
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chromosome conformation/structure in embryonic lineages differentiates and stabilizes. It is
unclear if cell-type specific chromosomal structures that were observed in-vitro?®2?* or in
mature tissues?26 emerge before cells establish transcriptional identities, during (and in direct
correlation with) transcriptional sorting, or only several cell cycles after cells commit to their
fate transcriptionally.

Here we use single cell Hi-C to explore the chromosomal organization of post-gastrulation
embryonic cells. We developed algorithms that combine analysis of replication time traces
with contact distributions to enable de-novo clustering of single cells in the embryo while
minimizing bias by cell cycle signatures. This leads to two main observations on the timing
and structure of the initial cell type specific chromosomal structures in the embryo. First, we
discover that a highly distinct chromosomal conformation is characterizing primitive
erythrocytes, showing that in principle, conformation can be specified and stabilized rapidly in
differentiated cell types in the embryo. In contrast to this effect, most of the embryo nuclei
show much milder conformational heterogeneity that is associated primarily with broad
clustering into mesoderm and ectoderm architectures. We show that the overall conformations
of single cell Hi-C clusters representing the mesoderm and ectoderm layers are remarkably
similar at the level of compartments and TADs. Nevertheless, we show that promoter-
enhancer contacts that link ecto- or mesoderm specific promoter activity with specific
enhancer markup are enriched for differential long-range contacts. Further analysis suggests
that enhancers that are specific to diverse gastrulation lineages are interleaved within one
group of TADs, while enhancers that are more accessible in the pluripotent epiblast state are
demarcated from these genomic domains in a second group of TADs. Together the data
suggest that while committed embryonic lineages may acquire specific chromosomal
conformations rapidly, the majority of the embryonic lineages in gastrulation share a common

and possibly more plastic chromosomal structure.

RESULTS

Cell cycle signatures dominate embryonic chromosome conformations

We applied single-cell Hi-C to assay chromosomal conformation in three E9.5 C57BL/6J
mouse embryos. We processed 3456 embryonic cells, out of which 87.15% passed quality
control (QC) (Supplementary Fig 1A-J). We sequenced at a depth that allowed recovery of
a median of 91K contacts per nucleus, with an overall low rate of trans-chromosomal contacts
(median 7.85%), demonstrating high library quality (Fig 1A). Across all cells, we captured
310M contacts, with 8% trans-chromosomal contacts. We initially phased nuclei along the cell

cycle using our previously reported strategy'®, observing high degree of similarity between the
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parameters of the cell cycle model originally inferred for mouse embryonic stem cells (MESCS)
and the embryonic cells. For example, we observed that 6.2% of the nuclei are enriched (20%
or more) for contacts in genomic distances ranging between 2-12 Mb (Fig 1B), defining a
canonical mitotic cycle as previously observed for mESCs. Ordering embryo nuclei based on
their distribution of contact distances as in Nagano et al.’® (Supplementary Fig 1K)
recapitulated the cell cycle dynamics involving transition between a G1 conformation
landscape defined by long range (>12Mb) contacts and the S-phase regime involving gradual
increase in short range (<2Mb) contacts. To allow robust comparison of the replication time
trends between ESC and Embryos we identified genomic regions that are constitutively
replicating early or late in S-phase according to both datasets (defined as “strict early” and
“strict late”, Methods, Supplementary Fig 2A-B). Analysis of the ratio between Hi-C coverage
in these genomic regions in embryo cells showed partial consistency with the trend observed
in ESC, where we observed increase in the ratio through mid-S phase and decrease toward
G2 (Fig 1C). Interestingly, in the embryo this trend was perturbed by a population of nuclei
with high early/late coverage ratios and atypically low fraction of short-range contacts in cells
that were initially annotated as G1. These data reinforced our earlier observations on the
dominance of cell cycle signatures in scHi-C, but also suggested the canonical signature may

be shadowing additional conformational heterogeneity within the embryonic nuclei pool.

Clustering scHi-C profiles using S-phase cluster seeding and RNA atlas projection.

To enable de-novo clustering of scHi-C profiles with reduced cell-cycle bias, we developed a
two-stage approach (denoted S-phase cluster seeding). We seeded scHi-C clusters using
analysis of replication time trends in mid-S phase cells and expanded these seeds to clusters
using A-compartment association scores (A-scores, Methods). We applied this approach to a
combined data set of ESC and embryo cells (Supplementary Fig 2C-H), deriving a model
defined by three main clusters, one involving a distinct group of embryo nuclei with non-
canonical cell cycle phasing (C3, Supplementary Fig 2I), and the other two representing
clustering of the remaining embryo (C2) and ES (C1) nuclei. As expected, M-phase nuclei
were poorly separated into clusters, but otherwise G1-S cell cycle variation was captured as

intra-cluster structure (Fig 1D).

To annotate nuclei clusters and explore their underlying gene regulatory programs, we
acquired and sequenced single cell RNA from two E9.0 embryos and from ESCs using MARS-
seq and created a map of transcriptional states using Metacell?’ (Supplementary Fig 3A-B).
We identified differentially expressed genes and genomic bins encompassing them for each
expression metacell and projected scHi-C clusters on the transcriptional maps by calculating

relative A-scores on these genomic bins. Remarkably, this strategy associated unambiguously
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C3 conformations with primitive erythrocyte (pEry) expression (Supplementary Fig 3C), but
showed that the remaining transcriptional landscape in the embryo could not be matched by
strong conformation clusters within C2. This was further confirmed by re-analysis of a
reference gastrulation scRNA-seq atlas (E6.5-8.25, Supplementary Fig 3D-E). Overall,
despite the rich transcriptional embryonic space, C2 nuclei were reflecting variation that was
approximately similar in extent to the transcriptionally homogeneous ESC states represented

in the C1 cluster and only primitive erythrocytes stood out as a distinct conformation cluster.

Differential contacts in pluripotent and embryonic nuclei

Many genomic bins showed average transcriptional change in non-pEry embryo cells
compared to ESCs (806 and 1289 bins with over 4-fold decrease and increase respectively,
Fig 1E). Global comparison of A-scores in the ESC (C1) and embryo (C2) clusters (Fig 1F)
showed however conservation of the A/B compartment structure, with 85% of the genomic
bins showing less than 0.1 change in A-score, and only 0.2% showing over 0.3 change.
Analysis of A-score in loci stratified according to expression levels (Fig 1G, excluding bins
with differential expression) suggested a clear distinction between A-linked expressed and B-
linked non-expressed loci. Further analysis also indicated that bins containing genes over
expressed in the ESC or embryo will have a higher A-score in that sample (Fig 1H, KS D=0.4,
p<<0.01). This association was observed based on relatively small changes in A-score and
despite the lack of loci showing major A-B compartment switches. We next compared embryo
and ESC estimated replication time per genomic bin (defined as the early-score, methods).
This suggested a similar trend of expression linkage (Fig 11-K, KS=0.36, p<<0.01). Together
these data show that despite the mild magnitude of compartment and replication-time
remodeling in embryos compared to ESCs, it still reflects transcriptional regulation in these

cells.

We next searched for localized differential chromatin contacts in ESCs and embryo cells by
pooling contacts from single cell clusters and performing Shaman?2® normalization and
enrichment analysis. Using a threshold of differential enrichment score of 50, we identified
3267 pairs of loci losing contacts and 1914 pairs of loci gaining contacts in embryos compared
to ESCs, suggesting many cases of local conformation remodeling. We observed that
genomic bins with higher A score in ESCs are involved in significantly more differential
contacts than loci with constitutively high A-score or loci gaining A-score in the embryo
(Supplementary Fig 4A, two-sided Kolmogorov—Smirnov test). A screen for differential
contacts at ESC-regulated TSSs highlighted cases of conformation changes with potential
regulatory impact (Supplementary Data 1). For example, we observed specific contacts and

insulation structure isolating the pluripotency genes Rex1/Zfp42, Tet2 and Dppa2/4 from
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surrounding B-compartment associated regions in ESC nuclei (Fig 1L, see Supplementary
Fig 4B for conformation changes in loci conserving their A-association). These data
suggested that specific contacts, with possible linkage to gene regulation and in particular to
the repression of the pluripotency program, are observed in embryonic nuclei. This is occurring
even when global structural features such as compartment, replication and insulation

(Supplementary Fig 4C) are changing only mildly.

Primitive Erythrocyte chromosomes show compact and highly organized folding.

In contrast to the weak separation of scHi-C clusters C1 and C2, the pEry cluster C3 was
defined by a well separated group of 264 single cells (reclassified using total A-scores per cell,
Supplementary Fig 4D). This separation was supported by a large number of genomic bins
with modified A-score in pEry compared to other embryo cells (Fig 2A, 4.8% with A-score
delta > 0.3). We estimated mean expression in pEry and non-pEry E9 embryo metacells (Fig
2B) and noted that in pEry, genomic bins bearing expressed genes at any level show
remarkable alignment to the A-compartment (Fig 2C). Estimation of single cell early/late
coverage ratios (Fig 2D), showed that cells classified as pEry are enriched in S-phase, but
are also represented in other phases. Genome replication landscapes (quantified by early-
scores) were more conserved than A-scores (Fig 2E), but genomic bins containing expressed
genes showed earlier replication, in concordance with their increased A-score (Fig 2F).
Beyond its unique compartment structure, the pEry single cell cluster was also characterized
by uniformly high fractions (30-60%) of contacts over > 2Mb (Fig 2G). The data also showed
high variance for pEry long range contact distances, with no distance bin representing over
6% of the contacts (Fig 2H). This property distinguishes the long-range contacts in pEry maps
from those observed in embryonic or ESC G1 cells during exit from mitosis. Despite the higher
rate of long range intra-chromosomal contacts, pEry nuclei show low rates of trans-
chromosomal contacts (Fig 2I). Together these observations indicate pEry chromosomes form
compact and highly organized territory structures, with A/B compartments that are strongly

demarcated and reflective of transcriptional activity patterns.

pEry funnel-like A-compartment structures are anchored at TSSs and cryptic loci

To understand further the sharp increase in pEry A-compartment association specificity, we
identified 357 loci with the highest increase in pEry specific A-scores. Clustering of A-scores
profiles over 400kb around such pEry A-specific loci showed that about 50% of the sites (Fig
2], clusters A1-A3) involved sharp A-linked pEry hotspots that reside in the B compartment in
non-pEry embryo cells. The remaining sites typically represented increase in A-score for a
larger domain bounded by the identified pEry A-linked peak (clusters A4-A8). Projection of

differential TSS expression on the clustered genomic interval confirmed that the majority
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(92%) of pEry A-peaks were associated with an expressed TSS (Fig 2K). Interestingly it also
suggested many hotspots of A-association could not be explained by any known localized
transcriptional driver. We then computed the mean pEry and non-pEry contact enrichment
patterns for the loci clusters (Fig 2L). In pErys, this revealed an unexpected trend involving a
funnel-like structure representing aligned contacts around the focal A-compartment contact
hotspot. Contact enrichment maps around the same loci in non-pEry nuclei showed these
sites are located within embryo insulators and between two loop structures (Fig 2L - right).
We visualized individual loci showing major funnel-like conformational remodeling around key
genes (Fig 2M) and multi-peak loci (Supplementary Fig 4E), but also in hotspots that
represented uncharacterized regulatory effects (Fig 2M, bottom). This suggested that strong
A-compartment alignment in pEry is not driven solely by transcription, and must therefore also
involve some other trans-acting factors (e.g., we observed enrichment for erythrocyte TF
binding, Supplementary Fig 4F-G). For control, we clustered profiles of 272 loci with top non-
pEry A-score increase, indicating lack of similar funnel-like effects in the embryo conformation
cluster (Supplementary Fig 4H). To validate that the highly specific conformations in C3
nuclei are indeed representing primitive erythrocytes in a non-biased fashion, we sorted
directly 118 primitive erythrocytes cells from E10.5 embryos and generated new single cell Hi-
C profiles from them (Supplementary Fig 5A-D). The data confirmed that sorted pEry cells
represent the same sharp A/B compartment structure as the one characterized in non-sorted
cells and reconfirmed the presence of remarkable funnel-like structures in these cells
(Supplementary Fig 5E-F). Of note, Guo et al. recently reported a similar funnel structure in
thymocytes and B cells, which they termed “chromatin jets”, suggesting its prevalence in

hematopoietic cells*°.

Refined embryo clustering by model-based analysis of replication dynamics

Since embryo transcriptional states are highly heterogeneous at E9, we made several
attempts to enhance resolution within cluster C2, searching for conformation variation that can
be linked with differentiating cell types on the background of massive proliferation signatures.
Direct clustering of single cell coverage profiles in S-phase cells and UMAP visualization of
these cells (Fig 3A) suggested cell-to-cell variation may be present in the data, but showed
that it is superimposed over strong cell-cycle gradients, even when restricting analysis to
replicating cells alone. We therefore developed a sensitive algorithm that considers both the
replication cycle and the potential cell-type structure explicitly and quantitatively
(Supplementary Fig 6A-B). The algorithm infers a probabilistic mixture model in which each
cell is associated with a cluster and a latent replication timing variable defined as the s-score.
Each cluster specifies the replication timing of each genomic bin, such that once a cell’s s-

score is inferred, the algorithm can compare its observed bins read coverage to the values
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predicted by a linear replication process that is timed in a bin-specific way (Methods). The
algorithm tries to fit the observed data by clustering cells de-novo while simultaneously
inferring their s-scores and the cluster-specific replication timing parameters. We used cross-
validation to tune model parameters and verify the algorithm robustness (Supplementary Fig
6C-I). This resulted in good matching of observed and modeled replication regimes
(Supplementary Fig 6J) for a model including 3 clusters denoted C2.1, C2.2 and C2.3.
Importantly, the model's inferred s-scores facilitate normalization of the coverage statistics for
each cell. UMAP projection of such normalized profiles show a clear, cell-cycle independent
cluster structure (Fig 3B). Analysis of the observed cluster structure suggested C2.1 and C2.3
are distributed homogeneously along the replication cycle (Fig 3C). Cluster C2.2 showed
skewed distribution enriched for late-S profiles and additional analysis indicated cells within
the cluster are of lower coverage and potentially lower quality (Supplementary Fig 7A). We
note that we could not derive robust results using alternative methods for clustering scHi-C
data, which are based on differential compartment structure and are lacking explicit cell cycle

modelling®*? (Supplementary Fig 7B-C).

Ectoderm and mesoderm/endoderm scHi-C clusters

We estimated replication time per genomic bin (early-score) in the C2.1-3 clusters to facilitate
their further annotation. These estimations were consistent for C2.1 and C2.3 (Fig 3D), but
showed C2.2 cells are skewed to high and low coverage values (as expected by their bias to
mid to late-S phase, Fig 3E). We identified groups of genomic bins with C2.1 or C2.3-specific
early replication, showing that pooling coverage on these groups provided replication-time
dependent separation of the clusters (Fig 3F). Moreover, mean A-score over the same
genomic bin groups showed matching separation of single cells (i.e. early replicating loci in
C2.1 were also more A-associated in C2.1 and conversely for C2.3, Fig 3G). This allowed
expansion of our clustering to additional S phase cells (Fig 3H). A similar approach was not
applicable to G1 cells (Supplementary Fig 7D). Overall this strategy yielded a total of 431
C2.1 cells and 504 C2.3 cells for further analysis. We searched for cluster-specific replication
time in groups of loci representing correlated gene modules inferred from scRNA-seq data
(Fig 3I-K, Supplementary Fig 7E-G). This unambiguously associated cells in cluster C2.1
with ectoderm gene expression programs and cells in C2.3 with mesoderm or endoderm
programs. Cells in C2.2 were not associated with any gene expression program. The
annotation of clusters C2.1 and C2.3 was supported by comparing their compartments to data
from Neural progenitor cells and hematopoietic cells from E14.5 embryos (Supplementary
Fig 7H-J)%433,

Lineage-specific scHi-C conformation differences are weak
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To test the potential for detecting additional cell type structure given the limited breadth and
depth of our scHI-C sample, we performed simulations with downsampled data. These
experiments show that the data and algorithms are sufficiently sensitive to allow detection of
clusters similar to C2.1 and C2.3 even when these involved as little as 50-75 cells (~5-10% of
the modeled cells, Supplementary Fig 8A-B). This suggests that other possible chromosomal
differences between cell types are weaker, or are present in scarcer cell populations. Further
analysis suggested that even for the mesoderm and ectoderm clusters, contact landscapes
could be remarkably similar, even around loci that support dramatic transcriptional regulation
(e.g., Igf2 or Crabp2, Fig 3L). Quantitatively, only 1% of the genome (divided into 40kb bins)
show A-score different of 0.2 or more between the clusters, compared to 3.6% in a comparison
of the E14.5 NPC and HSC maps (Supplementary Fig 8C).

Consistent with their overall similarity in conformation landscapes, further dissection of the
mesoderm or ectoderm into cell types using our mixture model approach (Supplementary
Fig 8D-E) was deriving only cell-cycle dependent refinements of the C2.1 and C2.3 clusters.
To improve on this, we used inferred replication time parameters to normalize coverage
profiles per cell in each cluster (Supplementary Fig 9A-B). Hierarchical clustering of the
resulted data did identify an intra-mesoderm lineage structure, including a small cluster
strongly matching the endothelial transcriptional state (Supplementary Fig 9C-D). It can
therefore be hypothesized that replication time and compartment structure of refined
embryonic lineages may be detected using sensitive algorithms and deeper single cell
sampling. But the data strongly suggest that the magnitude of conformational changes
between such refined lineages will remain small, in particular compared to the highly distinct

pEry state we described above.

Three-way identification of regulated long-range interactions

Pooling contacts in ectoderm and mesoderm scHi-C clusters provided us with a strategy for
identifying germ-layer specific chromatin interactions. We first identified 256 and 236 loci with
higher ectoderm or mesoderm/endoderm A-score respectively. Annotation of these sites
(Supplementary Data 2) revealed several important regulatory genes, for example the
mesoderm TF Twistl, and the epiblast/ectoderm TF Sox2 (Fig 4A-B). Comparative analysis
of contact maps in these loci showed again a very high degree of consistency between the
global conformation of the two clusters. Nevertheless, we could identify refined alteration in
contact distributions of the promoter of Twistl with a putative regulatory element (shown by
virtual 4C, Fig 4B). To generalize this observation, we used published histone modification
maps from ectoderm (hind-, mid- and forebrain) and mesoderm (heart, limb) tissues, and

identified cell type specific putative enhancers (Methods, Supplementary Fig 10A-B). We
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also screened for identified genes with germ-layer specific expression, and combined them
with the epigenomic maps by mapping each enhancer to its closest promoter. Proximal pairs
of enhancers and promoters with matching ecto- or mesoendo- specific activity could then be
defined (Fig 4C). To complete a three-way integrative screen on putatively interacting pairs,
we next computed the contact enrichment in the C2.1 and C2.3 contact maps for each of the
matching promoter-enhancer pairs. We observed significant contact enrichment in the
ectoderm scHi-C cluster for ectoderm specific promoter-enhancer pairs, and mesoderm
contact enrichment in the mesoderm pairs (Fig 4D). We also implemented a direct statistical
test for contact frequency around putative ectoderm and mesoderm hotspots (Supplementary
Fig 10C-D), which supported a similar observation. We note that the two methods differ in
their normalization strategy and power, and their identified hits are only partly overlapping.
When using Shaman comparison, we detected 173 and 338 promoter-enhancer pairing with
3-way support for ecto- and mesoderm regulatory activity respectively (Supplementary Data
3), including many examples linked with key regulators of cell type specific transcriptional
programs (See examples in Fig 4E). These putative interactions should be interpreted
carefully. First, while we believe comparisons using Shaman scores are more sensitive, these
cannot be fully controlled statistically. Second, we note that only 1.5% of the highest intensity
(Shaman score difference > 40) differential ectoderm-mesoderm contacts were annotated
within one of our enhancer-promoter pairs, illustrating that the complex conformational
landscape in these clusters involves many uncharacterized contacts despite showing only

weak compartment and TAD differences.

Polycomb markup and ectoderm specific long-range contacts in the Tbhx3-5 locus

Our 3-way analysis of regulated promoter-enhancer pairs suggested contact enrichment is
positively linked with lineage-specific gene activation in most cases. It is however possible
that contact enrichment will be associated with gene repression, as postulated previously for
polycomb domains®*%, We therefore screened for ectoderm/mesoderm differential
H3K27me3 loci (using hind-, mid- and forebrain / heart and limb) with proximal anti-correlated
promoter expression pattern (Supplementary Fig 10E-G). This screen yielded several
candidate locus pairs showing high H3K27me3 occupancy in correlation with proximal gene
repression and low contact intensity (Supplementary Data 4), where most of these cases
were of lower specificity than the positive interactions observed for activated genes. A
reciprocal effect was detected in the Thx3-Tbhx5 locus, where polycomb marks and gene
repression were associated with increased rather than decreased contact intensity. This locus
codes for two transcription factors with sophisticated transcriptional control, where Thx3 is
expressed in the epiblast and most mesodermal tissues, and Thx5 is specific to pharyngeal

mesoderm and cardiomyocytes (Supplementary Fig 10H). In the mesoderm cluster,
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consistently with previous reports®’, we observed two TAD structures (contacts over L1 and
L2, Fig 4F, Supplementary Fig 10l) physically separating the two TFs. In the ectoderm,
however, the near-complete repression of both genes is correlated with the emergence of a
new Tbx3-Thx5 contact (L3), and severe attenuation of the L1 contact. The internal structure
at Tbx5 (L2.1) is unperturbed. While we have not observed other repressive chromatin
structures of similar intensity, this example suggests that de-novo establishment of chromatin
interactions may be facilitated in the context of either the polycomb or some other

uncharacterized repressive machinery.

Gastrulation cell-type specific accessibility hotspots are intertwined within TADs

We reasoned that the linkage between extensive transcriptional diversification in gastrulation
and the rather rudimentary observed chromosomal conformation diversity must involve the
chromosomal and genomic distribution of active regulatory elements and promoters. Using
single-cell ATAC/RNA-seq multiomics data®®, we derived clusters of cell type specific
chromosome accessibility peaks with specific distributions over the key gastrulating cell types
(Fig 5A, Supplementary Fig 10J). We then tested the A-score distribution of the loci in each
cluster of peaks. Comparing ESC and embryo A-scores (Fig 5B) we discovered stronger A-
linkage in ESC for cluster 27, 37 and 38, which are enriched for accessibility in extraembryonic
tissues and early gastrulation state (e.g. Epiblast). Comparing embryo and pEry A-scores
(Fig 5C) showed strong pEry A-linkage in clusters 8, 9 and 5, which represent erythrocyte or
combined hematoendothelial peak specificity. Importantly, the extent of A-association
differential for pEry clusters was significantly higher than that observed between ESCs and
embryo cells. Comparison of mesoderm and ectoderm A-scores (Fig 5D) showed several
clusters with compatible A-score and accessibility preferences including clusters 69, 75 and
76 for the ectoderm, and clusters 95, 98, 99 and 117 for the mesoderm. This analysis also
highlighted more complex combinatorics such as the one observed for cluster 73 (accessible

in both ectoderm and endoderm).

The compartment association analysis of the ATAC peak clusters confirmed that we can
observe strikingly cell-type specific accessibility hotspots in loci with very mild compartment
association differences. Since chromosomal organization is observed at scales of at least 10s
of kilobases and TADs are typically organizing hundreds of kilobases into looped units, we
reasoned that this effect could be explained if accessible hotspots with differential cell type
activity were intertwined within large chromosomal units rather than demarcated into cell type
specific domains. To test this idea, we computed log enrichment ratios for genomic proximity
between clustered ATAC peaks. These values are positive if ATAC peaks from one cluster

are more likely than expected by chance to be localized within 200kb of peaks from another
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cluster in the same TAD. Negative values represent under-representation of pairs from the
same cluster at <200kb distance and within the same TAD. As shown in Fig 5E, this analysis
showed that peaks clusters with activity in embryonic cell types but not extra-embryonic types
(P2), or peaks clusters with strong embryonic cell type specific accessibility (P3) are overall
demarcated from constitutively accessible sites (P1) or loci that are active specifically in the
extra embryonic or early embryonic states (P4). While there are additional proximity
relationships within the embryonic peak clusters, the primary organizational principle seems
to package the thousands of regulatory elements driving gastrulation in relative proximity,

while isolating them from pluripotency or constitutive regulatory elements.

DISCUSSION

In order to characterize how chromosome conformations are reorganized immediately
following gastrulation, we generated single cell Hi-C maps from more than 3000 mouse E9.5
embryo cells. We modeled the derived maps along two major axes: first, we aimed to account
for the conformation changes occurring during the replication and mitotic cycle; second, we
searched for clusters of conformations that can be associated with the rich transcriptional
landscape in the embryo at this stage. Separating these two simultaneous dynamics in the
embryo (or other tissues) remains a major analytical challenge. Identification of cell types in
cells approaching mitosis or exiting it is not realistic at this stage. But new algorithms we
introduce here can use robust changes in genome replication time to cluster mid S-phase cells
and then derive contact matrix-based (in particular differential A-compartment association)
signatures from S-phase clusters. Based on these signatures, cells from nearly all parts of the
cell cycle can be classified into balanced models of cell types. Once a cluster structure is
inferred, we can pool contacts from single cells into conformation maps and explore cluster-
specific differential compartments, long-range contacts and putative promoter-enhancer

interactions at high resolution.

Our analysis of Hi-C maps in mouse post-gastrulation highlights several aspects of the
relationship between chromosome conformation and embryonic differentiation. First, while the
genome organization of ES cells compared to the embryo reflects changes in regulation of
key pluripotency genes, the organization within the embryo is largely homogeneous. This
suggests that differences in chromosomal conformation between ES cells and E9.5 cells are
greater than those between different cell types immediately after gastrulation and at the onset
of organogenesis. The exceptions to this homogeneity within the embryo are the distinctively
folded primitive erythrocytes. Erythrocytes are unexpected positive controls for the ability to
precisely detect a cell type specific conformation when it exists. The unique, compact and

highly organized structure of pEry chromosomes cannot be explained by gene expression
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alone. In contrast to other differentiating embryonic tissues that continuously respond to
signals from neighboring cells and tissue contexts, erythrocytes are fully committed to their
functional fate, which may explain their highly distinct (and potentially less plastic)
conformation. It is unclear if the erythrocyte chromosome condensation and enucleation
program® is related to the conformation we observe at E9.5, since definitive erythrocytes only
appear several days after. Similar effect could be expected in other terminally differentiated
cell types, such as cardiomyocytes or endothelium. But our analysis could not detect a
cardiomyocyte conformation cluster, and the small cluster that we linked with endothelial
programs could not be associated with a highly distinctive conformation, but was clustered as
part of the mesoderm state. It is possible that the reason for this is that these cell states are

differentiating much later than pEry cells.

Within the embryo-proper we detected two clusters that match broad ectoderm and
mesoderm/endoderm genome regulatory programs. The considerable transcriptional diversity
within the mesoderm (and to a lesser extent the ectoderm and endoderm at E9) at this stage
was correlated very weakly with conformation sub-clusters within these two clusters. Our
current scHi-C data is limited in its depth and number of cells, in particular compared to
scRNA-seq or scATAC modern datasets and our analysis suggests that sampling more
embryonic cells may lead to characterization of additional statistically significant conformation
clusters. But subsampling and in-depth analysis show that such potential additional
conformation clusters are unlikely to represent high intensity differential conformation features
(as those we detected for pEry cells). The differences between the clusters in terms of
replication time regime and compartment structure were small and we had to use sensitive
algorithms to deconvolve them from the more apparent cell cycle signature. Interestingly, on
the background of such homogeneous conformation landscape we detected hundreds of
lineage specific promoter-enhancer contacts that showed matching expression and epigenetic
markup in the respective tissues. This argues for an important role for localized embryonic
contacts within an initially homogeneous TAD and compartment structure in the embryo.
However, the epigenetic stability of such local contacts and the existence of factors regulating
them (in addition to the known TFs binding the relevant enhancers) are still unclear.
Furthermore, only a small fraction of differential contacts could be explained by enhancer-
promoter interactions. It also remains to be seen how specific localized contacts and their
higher order structures?*4°4! contribute to later emergence of broader contact structures, as
previously observed in the brain and other tissues. Conversely, since we showed in the case
of erythrocytes that chromosomes can in principle be reprogrammed quickly, it will be
interesting to understand how conformation in the embryo remains relatively homogeneous

despite the activity of specific gene regulatory program, which epigenetic factors may facilitate



the maintenance of such flexible conformation and whether this is linked with the retained
developmental plasticity of most embryonic cells at this stage.
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METHODS

1. Experimental methods

Cell extraction, fixation and permeabilization

Pregnant C57BL/6 mice were sacrificed at day 9.5 post-coitum and three embryos
were dissected under a microscope, in accordance with the Babraham Institute Animal
Welfare and Ethical Review Body. The yolk sack was mechanically removed from
each embryo, leaving the embryo proper only, and the embryos’ morphology was
validated to match that of a wildtype E9.5 embryo. To create single-cells suspension,
each embryo was moved to a 1.5ml tube containing 200ul of trypsin-EDTA (0.05%
trypsin, 0.02% EDTA) and incubated at 37°C for 5 minutes. 800pl of cold MEF medium
was then added to each tube to inactivate the trypsin.

To fix the cells, the cell suspensions of all three embryos were combined and MEF
medium at room temperature was added to a final volume of 21ml. 3ml of 16%
formaldehyde were added (2% formaldehyde final concentration) and the mixture was
incubated for 10 minutes at room temperature, followed by quenching with 127mM
glycine for 5 minutes on ice and washing with cold PBS + 0.001% BSA. Cells were
then permeabilized in 10 mM Tris-Cl pH 8, 10 mM NacCl, 0.2% IGEPAL CA-630 and
cOmplete EDTA-free protease inhibitor cocktail (Roche) for 30 min on ice with

intermittent agitation, and spun to collect a nuclei pellet.

Single-cell Hi-C library preparation

scHi-C libraries were prepared in a fashion similar to the one previously described?*®.
Briefly, the nuclei were washed with 1.24x NEBuffer 3 (New England Biolabs) and
suspended in 400pl of that buffer. 6ul of 20% SDS and then 40ul of 20% Triton X-100
were added to the suspension, with an incubation of 60 minutes at 37°C with constant
agitation following the addition of each of these detergents. Next 50ul of 25U/ul Mbol
(New England Biolabs) was added and the suspension incubated at 37°C overnight
with constant agitation.

To label the digested DNA ends, dCTP, dGTP, dTTP and biotin-14-dATP (Thermo
fisher) were added to the suspension (final concentration of 28.36uM per nucleoside
triphosphate) along with DNA polymerase |, large (Klenow) fragment (New England
Biolabs, final concentration 0.095U/ul) and the sample incubated at 37°C for 60

minutes with occasional mixing. The sample was then spun and the supernatant
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partially removed, leaving a volume of 50ul, followed by the addition of 100ul 10x T4
DNA ligase reaction buffer (New England Biolabs), 10ul 100x BSA (New England
Biolabs), 10ul of 1U/ul T4 DNA ligase (Thermo Fisher) and water to a final volume of
1 ml, and incubated at 16°C overnight. Finally, the nuclei were filtered through a 30um
cell strainer and single nuclei were sorted into individual empty wells in 384 well plates
using an BD Influx cell sorter. The plates were sealed and stored at -80°C until further
processing.

To prepare single-cell Hi-C libraries from single nuclei in plate wells, 2.5ul of PBS was
added to each well and the plate was sealed and incubated at 65°C overnight. DNA
was then tagmented using the Nextera XT kit (Illumina) by adding 5ul of TD and 2.5ul
of ATM per well and incubating at 55°C for 5 minutes, followed by cooling to 10°C and
adding of 2.5ul of NT per well. Hi-C ligation junctions were then captured by
Dynabeads M-280 streptavidin beads (Thermo Fisher; 10pul of original suspension per
well). Beads were prepared by washing with 1x BW buffer (5mM Tris-Cl pH 7.5, 0.5
mM EDTA, 1M NacCl), resuspended in 4x BW buffer (20mM Tris-Cl pH 7.5, 2mM
EDTA, 4M NaCl; 4ul per sample), and then mixed with the 12.5ul per-well sample and
incubated at room temperature overnight with gentle agitation. The beads were then
washed four times with 40pl of 1x BW buffer, washed twice with 40pl of 10mM Tris-Cl
pH 7.5 and resuspended in 12.5ul of 10mM Tris-Cl pH 7.5. Single-cell Hi-C libraries
were amplified from the beads by adding 7.5ul of Nextera PCR Master Mix, 2.5yl of
Index 1 primer and 2.5l of Index 2 primer (a different combination of index 1 and
index 2 per well) followed by 12 PCR cycles. The beads were then magnetically
removed and the supernatant from all 384 wells combined. The combined supernatant
was purified using AMPure XP beads (Beckman Coulter; 0.6 times volume of the
supernatant) according to the manufacturer's instructions and resuspended in 100ul
of 10mM Tris-Cl pH 7.5. Finally, the sample was purified again using AMPure XP
beads (1.0 times volume of supernatant) and resuspended in 11pl of 20mM Tris-Cl pH
7.5.

Embryo dissection and collection of primitive erythrocytes

Pregnant females were anesthetized with isoflurane using the open-drop system,
followed by decapitation in accordance with a protocol approved by the Florida State
University Animal Care and Use Committee (ACUC). Uterine horns were removed,

rinsed in room temperature PBS and embryos were isolated and transferred to a
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droplet of DMEM-high glucose, 10% FBS, 2mM L-glutamine, 1X MEM-Eagle non-
essential amino acids and 12ug/mL heparin (Sigma #H31493). Placenta and
extraembryonic tissues were removed, embryos were decapitated and circulating
peripheral blood was allowed to flow into the droplet of the room temperature media
from the severed vitelline and umbilical veins. Media was collected, pooled, and
brought to a volume of 21.875mL with room temperature media. Cells were fixed by
adding a final concentration of 2% paraformaldehyde for ten minutes. Fixation was
guenched by bringing the solution to a final concentration of 0.127M glycine, then
incubating on ice for 5 minutes. Cells were pelleted, washed with PBS and pelleted.
Cells were flash-frozen and kept at -80C. Cells were thawed and stained for CD71 and
TER119. Cells were first blocked with 1mL of PBS-FT (5% FBS, 0.1% Tween-20) for
1 hour, then stained with 1:200 anti-CD71-PE (Invitrogen, 12-0711-82) and 1:200 anti-
TER119-APC (Invitrogen, 17-5921-82) for 2 hours at room temperature. Cells were
washed and resuspended in 500uL PBS-F (2% FBS) and Hoechst (15ug/mL) and
subjected to FACS by Aria (BD Biosciences). Primitive erythrocytes (CD71+,
TER119+) were collected and pooled into a 50mL falcon for scHi-C processing

following the established protocol (Nagano et al., 2017).

MARS-seq

MARS-seq on E9.0 embryos was performed as previously described*? sorting 15
plates from 2 129S4/SvJae embryos and sequencing a total of 5760 cells, out of which
we retained for analysis 4781 cells with at least 1000 unique molecular identifiers
(UMIs) each (median coverage 4574 UMIs). The experiment was performed in
accordance with the institutional animal care and use guidelines of the Weizmann

Institute of Science.

2. Sequencing and basic computational analysis

scHi-C sequence processing, quality control and cell cycle phasing

We processed the scHi-C data as described previously!®. Briefly, paired-end reads
were demultiplexed to single cells using cell specific barcodes. Reads were broken to
segments using matches to Mbol recognition site (GATC), and segments were
mapped to the genome using Bowtie2. Duplicate contacts were discarded.

We next performed quality control (QC) on each single cell. Cells were filtered based

on their coverage (total number of reads), fraction of non-digested contacts, maximal
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chromosomal coverage aberration, and the contact distance bin with highest number
of contacts.

To partition cells into different phases of the cell cycle, and order the cells within the
phases, we calculated for each cell the fraction of "near" reads (with distance < 2Mb),
the fraction of mitotic reads (with distance 2-12Mb), mean contact distance for
distances at least 4.5 Mb, and the fraction of contacts from a predefined set of early
replicating regions. These statistics were used to phase cells into post-mitotic, G1,
early to mid-S, mid-S to G2 and pre-mitotic phases, and to order cells within each
phase. We note that this approach to phasing was only used as a preliminary stage
for the algorithms described below.

Metacell analysis

We applied the Metacell algorithm?’ to organize E9 single cell profiles in 77 metacells
(excluding 69 outlier cells), that we summarized into quantitative expression profiles
and visualized as previously described?’. We also downloaded published single cell
profiles from the mouse gastrulation atlas?! and generated 1306 atlas metacells on
110,291 QC-positive cells. Atlas metacells were annotated by majority voting on the

published annotations of their cells, defining for each metacell m, the function

atlas. type(m). Each atlas metacell i defined a gene expression distribution egflas over

the set of the 2237 feature genes g used while constructing the metacell graph. For
annotation of the E9 map, we identified for each E9 single cell profile the atlas metacell

with  maximal correlations ann; = atlas.type(argmaxi[cor(log(ug +1),log(e +

e2i®)]), where ug is the UMI vector for the E9 cell and e = 107° is a regularization
factor. We then annotated each E9 metacell with the atlas annotation atlas. type that

was linked with most of its cells.

Definitions and derivation of the strict early and strict late genomic subsets
We partitioned the genome into bins of size 200kb (or 40kb, depending on application)
and counted scHi-C coverage per bin and cell in a matrix. We performed down-
sampling of scHi-C data such that each cell has 75k contacts and defined:

DSN = dsn]

as the number of contacts that map to genomic bin j in cell i after downsampling.
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We next identified strict-early and strict-late genomics bins. This was done by

clustering the genomic bins j using the vectors dsn} into 4 groups using hierarchical

clustering. The two clusters showing the highest and lowest coverage were shown to
represent the previously observed!® A and B compartment structures respectively.
These clusters behaved consistently (e.g. show enrichment (for A) and anti-
enrichment (for B) in S-phase cells) between the pool of embryo and ESC cells. We
will denote that derived genomic bins subsets earlyS™t and lateStrict,

We defined the early/late ratio of a cell as:

. i
ZjeearlySt“Ct dSDj

el' = log2 .
8 ( Zjelatestrict dSl’]}

and classified mid S-phase cells as:
KS ={is.t.el'* > 1.8}.

K™o"=S was defined as all other cells.

A-score and early-score for genomic bins

For each genomic bin j and each cell i, we count the number of long range intra-
chromosomal contacts (>1Mb) observed between fragment ends in the bins and
fragment ends in the earlys™t and lates''°t genome compartments, defining count
vectors cA; and ¢B;.

The A-score of a genomic bin is determined given a set C of scHi-C profiles (possibly
all) as:

scoreAjC = Yriec cA]l: /[Z{iec} cAji- + Yiiec cB]-i].

The early-replication score (shortened early-score) of a bin is computed given a group
C of cells (typically all or part of cells classified as S-phase) by comparing the relative
coverage of the bin in C to its relative coverage in G1 cells:

scoreEf = log((|G,1/ICI) Z dsn}/ Z dsn})
{iec} {ieG.}

Mapping gene expression to genomic bins and scHi-C clusters

We used UCSC gene annotation to determine for each gene (as defined by the MARS-
seq or 10X pipeline) a transcription start site (TSS) coordinate. Gene expression
profiles were generated as the fraction of UMI per gene observed in scCRNA-seq

metacells or group of metacells?’. Given an expression profile e, we defined a profile
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over genomic bins e; by taking the maximal expression of all genes mapping to TSSs
on the bin j.
To match expression profiles and scHi-C clusters, we used clusters of TSSs showing

coordinated or enriched expression to compute mean(scoreAfjeTSSbins}) or
mean(scoreEfcrssping ) for €ach scHi-C cluster C. TSSbins sets were generated in two

ways. First, given a metacell model, we normalized expression (log transforming and
subtracting the mean over all metacell profiles), and selected the top 50 enriched TSSs
that had enrichment value larger than 0.5. These TSS sets were used to compute the
matching between A and early scores and the erythrocyte scHi-C cluster in Fig 1.
Second, we clustered genes based on their metacell log2 UMI enrichment profiles (Fig
3l), generating clusters that were curated manually and derived TSSbins sets from

them for analysis of A-score and early score differences (Fig 3J,K).

3. Hi-C contact matrices analysis

Shaman analysis

To calculate enrichment of genome contacts in a Hi-C contact matrix, and to visualize
chromosomal conformations, we used the Shaman algorithm?428, We pooled all cells
in each cell cluster, and down-sampled the contacts to the same number in each cell
cluster pool. We then applied Shaman to the down-sampled contact pools. Briefly,
Shaman shuffles contacts while maintaining the marginal coverage distribution and
the contact distance distribution, creating a random shuffled contact matrix. The
enrichment of a contact is then scored using a KS statistic on the k-nearest neighbors
of that contact in the original down-sampled contact matrix and shuffled contact matrix.
The Shaman results we report here were derived using an improved MCMC sampler
that provide better convergence (in particular on matrices with a smaller number of
contacts). In short, the algorithm uses efficient data structures to compute precisely
the MCMC update rule. This approach is replacing the previously used strategy of
adaptive calibration of a correction term for the function assigning probability for

contacting at any genomic distance.

Insulation
We calculated insulation as described previously?#2°. For a genomic locus, we

counted the number of contacts where one contact is up to 200kb upstream of the
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coordinate and the other up to 200kb downstream. We next counted the number of
contacts where both contacts are in distance up to 200kb from the coordinate. The log
ratio between these two numbers is the insulation score. We performed this calculation

genome wide in 40kb jumps.

Virtual 4C

To calculate the 4C trace at a specific genome coordinate X, we looked at all contacts
which satisfy either of the next conditions:

a. One of the fragment ends is at distance < 3e3 from x, and the distance between the
fragment ends is < 1e5.

b. One of the fragment ends is at distance < 1e4 from X, and the distance between the
fragment ends is between 1e5 and 5e5.

c. One of the fragment ends is at distance < 3e4 from x, and the distance between the
fragment ends is between 5e5 and 1e6.

To screen for conformation differences for two scHi-C clusters in a set of target loci,
we calculated the difference between their virtual 4Cs. We partitioned the 4C trace to
bins based on contact distance (2.5e4, 5e4, 1e5, 2e5, 3e5, 5e5, 7.5e5, 1e6, on both
3’ and 5’). We averaged the Shaman scores within every bin, and defined the distance
of the conformations for two clusters as the maximum difference (in absolute value)

over all bins.

4. Parameters and specific figure panel analysis

Clustering ESC, Embryos and erythrocytes (Figure 1)

We processed the scHi-C data, and performed QC and cell cycle phasing as described
above. For generating clusters in Fig 1, we used S-phase seeding (Supplementary
Methods), with the following inputs: k%, K™*"~S, DSN, and the matrices cA} and cB;.
To identify primitive erythrocytes, we identified a bin cluster (of the 11 A-score-based
bin clusters, see Supplementary Methods) that had high C3-specific A-score, and
similarly a bin cluster with low C3-specific A-score. We calculated the pooled A-score
of each of these two bin clusters in each single cell (denoted cell Al,in the
Supplementary Methods), and used a linear separator to classify cells based on
these two scores as either C3 or non-C3 (Supplementary Fig 4D). Embryo cells that

were not classified as C3 were assigned to C2, and ESC cells to C1.
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We generated the genomic bin expression value, A-score and early-score in ESC and
non-pEry embryo as described above, in 40kb resolution. We defined genomic bins
with at least 4-fold change in expression as ESC- and embryo-induced. Similarly, we
defined embryo A-specific bins and ESC A-specific bins as having at least 0.2
difference in A-score.

We screened for genes with different Shaman score in ESC and embryo using
comparisons of virtual 4Cs as described above. We similarly calculated differences in
Shaman scores for embryo and ESC A-specific bins (Supplementary Fig 4A), but
looking at the 4C profile of each bin only up to 500kb upstream and downstream.

Erythrocyte analysis (Figure 2)

As before, we generated the genomic bin expression value, A-score and early-score
in pEry and non-pEry in 40kb resolution. We defined genomic bins with at least 4-fold
change in expression as pEry- and non-pEry-induced. We also identified bins that
were not expressed in either of the clusters.

To create Fig 2J we identified 40kb genomic bins with A-score that is at least 0.35
higher in Erys compared to embryo. We merged adjacent bins meeting this criterion,
and for every set of merged bins found the bin with highest difference in A-score
between Erys and embryo. For every such bin, we looked at the average A-score of
its 3’ and 5’ bins up to 400kb. We reversed A-score traces (mirroring 3'/5’) to create a
matrix in which for all rows, the upstream 5’ A-score is higher. We concatenated the
A-score trace in pErys and non-pErys, and clustered the concatenated traces using
kmeans into 8 clusters. We performed a similar analysis when taking genomic bins
with A-score that is at least 0.35 higher in embryo compared to Erys (Supplementary
Fig 4H).

To create Fig 2L, we partitioned the contact matrix into 20kb x 20kb bins, and created
for each of the loci in Fig 2J, a matrix of average Shaman scores in the 1Mb around it
(on both sides). We then averaged the scores in such matrices for the loci in each of
the Fig 2J clusters.

Gatal and Tall ChIP-seq. We scored and normalized 20bp bins for their Gatal and
Tall ChIP-seq score using data from ENCODE. We used ChIP-seq scores as
previously described, computing ChIP coverage percentiles p for each bin, and

defined the score as -log2(1-p). We defined Gatal and Tall binding sites as those
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having score > 8. For 40kb genomic bins we computed a binding score as the
maximum ChlP-seq score of all binding sites contained in it.

Clustering the embryo proper (Figure 3)

We applied the replication trend mixture model (Supplementary Methods) on
embryo scHi-C profiles classified as non-pEry, non-G1 and non-M as described
above. We further selected cells with sufficient coverage (at least 8 contacts per
200kb bin on average), and mid-S phase classification as in Nagano et al 20171°.

We set n;; as the number of contacts in cell i that map to genomic bin j and excluded
the X chromosome, or any bin with mean coverage < 8. To set p;, we calculated the

fraction of contacts that mapped to each genomic bin across all G1 cells that are not
erythrocytes.

To initialize the model we clustered cells hierarchically using distances based on
correlations between rows in a normalized n;; matrix. Normalization provided initial
heuristic correction to the cell cycle effect by ordering cells according to their scHi-C
fraction of short range contacts and subtracting for each locus the running mean (using
a window of 20 cells).

Given this clustering solution, we initialized E[z;,] such that each cell belongs to its

cluster with probability 0.5, and to all other clusters with equal probability. In case k =
2, each cell belongs to its cluster with probability g To initialize s; we ordered the cells

by the fraction of short-range contacts they make, and assigned them values between
1.2 and 1.8 according to their order, assuming that all parts of the replication program
are equally represented in the data.

We performed cross validation on the hyperparameters, as described in the
Supplementary Methods, and selected L = 12, R = 11, 1 = 40.

To generate Umap projections of mid-S phase cells, we normalized n;; coverage by
G1 mean coverage, selected bins with high variance to mean ratio, and calculated a
cell-cell correlation matrix using these values. We then used the R package umap with
default parameters (and random seed = 42). We repeated this analysis using data
normalized based on inferred s-score (see Supplementary Methods).

Plotting replication trends for early replicating bins. To plot Fig 3F, we identified bins

that are in replication regime 2 (out of 12) in C2.1 (left plot; C2.3 for the right plot), and
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are in replication regime > 4 in all other clusters, and for every cell calculated the total
fraction of contacts from these bins.

Executing other scHi-C clustering algorithms. We executed schicluster and scHi-C
topic modeling. We ran schicluster and topic modeling with resolutions 1Mbp and
0.5Mbp respectively, as performed in the publications of these methods.

Cluster annotation. To annotate the C2.1, C2.2 and C2.3 clusters, we used 15 TSS
bin set G,,..G,5 derived from the E9 metacell model data as described above. To
account for possible differences in the s-score distribution in each cell cluster, we
ordered genomic bins j € U,, G,, by their mean early score across clusters, computed
for each bin scoreEjC" and subtracted from it the running mean using a window of 200

Ck

bins, defining scoreE]fC". We then computed mean(scoreE" [ ,

), and normalized rows

to create the matrix shown in Fig 3J. Similar normalization strategy was used with A-
scores to derive the matrix in 3K. We repeated the same analysis for the gastrulation
atlas metacell model, using 20 gene modules. We note that in order to test possible
functional association of the C2.2 cluster, in this analysis we only used 42% of its cells
showing a stronger correlation structure. Similar results were obtained using the entire
C2.2 cluster.

To compare C2.1 and C2.3 to E14.5 data®*33, we computed A-scores for genomic bins
of length 40Kbp in four samples: C2.1 cells, C2.3 cells, E14.5 HSCs and E14.5 NPCs.
To compute these scores, we used the strict-early and strict-late genomic bins that we
used to calculate A-scores previously. Because of the large difference in depth
between our data and the E14.5 data, we downsampled the contacts of each genomic
bin such that the total number of strict-early and strict-late contacts a genomic bin
makes is the same in the four different samples. The downsampled contacts were
used to calculate the A-scores.

To estimate our assay’s sensitivity, we sampled 100, 75, 50 and 25 cells from cluster
C2.1, and applied the replication mixture model to a dataset including this subset with
all cells from C2.2 and C2.3. We performed a similar analysis for C2.3.

To search for additional sub-structure in cluster C2.1 and C2.3 (Supplementary Fig 9)
we applied hierarchical clustering to cell-cell correlations derived using s-score
normalized copy number profiles. We partitioned C2.1 into 3 subclusters, and C2.3
into 9 subclusters. To annotate the C2.1 subclusters, we correlated their A-score and

coverage fold changes with differential gene expression of ectodermal cell types. To
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calculate the gene expression profile of a cell type, we calculated the average log2
expression of each gene across all the cell type’s metacells in the E9 scRNA-cell data.
We then subtracted from each gene its mean expression across ectodermal cell types.
This gave each gene its differential expression across all ectodermal cell types. To
calculate a genomic bin’s A-score fold change in a subcluster, we calculated the A-
score by pooling all contacts from the subcluster’s cells, and the A-score by pooling
all contacts from the other subclusters’ cells. The bin’s A-score fold change is then the
log2 of the ratio between these A-scores. To calculate the coverage fold change, we
calculated the relative coverage in the pool of the subcluster’s cells as described
above, and the relative coverage in the pool of other subclusters’ cells, and took the
log2 of their ratio. We then only selected genes with at least 2-fold change in gene
expression in some cell type, and correlated their relative expression with the A-score
and coverage fold changes of the bins containing these genes. Both the A-score and
coverage were calculated for genomic bins of size 200kb. To annotate the C2.3
subclusters we did a similar analysis, but used only genes with at least 4-fold change

in gene expression in some cell type.

Screening for differential ecto/meso contacts (Figure 4)

We identified enhancers using Chip-seq ENCODE data from ectoderm (forebrain,
midbrain, hindbrain) and mesoderm (heart and limb) tissues*:. We calculated the
ChIP-seq scores (log2(1-percentile)) in 20bp resolution for each of the 5 tissues. We
called enhancers as contiguous genomic intervals (or peaks) showing H3k4mel
scores > 7 (that is, the top 1/128 bins). We scored each peak H3k4mel occupancy in
mesoderm (maximum between the values of the two tissues) and ectoderm (maximum
among the values of the three tissues). To define mesoderm and ectoderm specific
peaks we required a score of at least 9 in one set of tissues and a difference of at least
3 between the scores of the two tissue sets. Overall this approached generated 24059
and 9506 meso and ecto- specific enhancers respectively.

To identify meso- and ecto- specifically expressed genes (and TSSs), we identified
three metacells representing the mesoderm transcriptional state and three others
representing the ectoderm state. We computed the maximum expression per gene in
each set. 826 genes were showing at least two-fold difference between the two

profiles, and their TSSs were considered for enhancer associations below.
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To create a set of potential promoter-enhancer interactions, we linked each enhancer
peak with its closest TSSs. We searched for such TSSs 50k-500k upstream and
downstream of the enhancer locus (so up to two genes were linked with each peak).
We did not use pairings spanning less than 50kb since scHi-C resolution at such
distances is limited. We also note that our pairing heuristic is by no means exhaustive,
and is meant only to generate a shortlist of putative pairs.

Finally, we identified mesoderm and ectoderm specific enhancer-promoter candidate
pairs as those involving a differential enhancer and a specifically expressed gene
according to the definitions above. We defined the Shaman score of a putative
enhancer-promoter interaction as the score of the contact between coordinates
closest to the enhancer and promoter (using Euclidean distances)), and computed it
for both meso and ecto. We selected pairs with Shaman score at least 15 higher in
the expected cell cluster, or with an absolute shaman score at least 15 if the other
score is negative, as having three way support.

To derive a p-value for the number of contacts between an enhancer and a promoter,
we counted the number of contacts in the pooled ectoderm and mesoderm cells in a
50kb window (25kb to each direction) around the enhancer-promoter in the contact

matrix. Denote these numbers for an enhancer-promoter pair ep by ecto,,, and meso,,,.

We similarly counted the number of contacts for all other enhancers and their
associated TSSs. To test whether an enhancer-promoter pair had a high number of

contacts in ectoderm, we calculated ecto,,, — meso,,, and compared it to the empirical
distribution of ecto,,,,, — meso,,,, for all background enhancer promoter pairs ep’ that
had the same ecto,,,, + meso,,,, value as ep. To increase power, for Supplementary
Fig 10C-D we only looked at enhancer-promoter pairs for which ecto,, + meso,, =
80. For the background distribution to be accurate, we only considered ecto,, +
meso,,, values with more than 100 other enhancer-promoter pairs with similar
ecto,,,, + meso,,,, value. We performed a similar analysis for mesoderm.

We performed a similar analysis to identify H3k27me3-gene pairs. Genes were
selected similarly. H3k27me3 regions were selected as those with ChlP-seq score >
7. We designated ecto- or mesoderm specific regions as those having ChlP-seq score
> 3 higher than the other tissue. The selected pairs are those where the gene is lowly

expressed and the H3k27me3 signal is higher.
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To find all hotspots with support for different chromosomal conformation between
ectoderm and mesoderm, we looked only at contacts in distance le4 to 1e6. We
compared the Shaman score of every meso contact to the Shaman score of its nearest
ecto contact. We detected regions with high Shaman difference iteratively. In each
iteration we identified the contact with the maximal Shaman difference between meso
and ecto, and removed all contacts where both their ends are in distance < 5e4 from
the maximal-difference contact. We continued with this process until no contact with
Shaman difference > 40 remained. This resulted in 5200 hits that we used in order to
estimate the fraction of differential contacts explicable by known three-way supported

promoter-enhancer pairing in the text.

Analysis of multiome-data and integration with pooled Hi-C clusters.

We used scRNA-seq and scATAC-seq profiles from a recent paper by the Reik
group?8, to generate the analysis in Fig 5, applying the following steps:

1. Using metacell-244 with default parameters and target metacell size of 320K UMIs
to organize scRNA-seq profiles into 1404 metacells.

2. Using the RNA-based grouping of cells to collect single cell ATAC reads and create
a genomic track for each metacell.

3. Identifying all genomic intervals with ATAC-coverage (total over all metacells) larger
than 300 and identified the maximal coverage 300bp within each such interval as a
peak. Overall this provided us with 94600 peaks.

4. Grouping RNA metacells into 300 clusters using hierarchical clustering of the RNA
signatures. RNA clusters were associated with cell type by comparison to gastrulation
manifolds and TF expression profiles.

5. We then pooled ATAC reads over the clusters and extracted the reads within
identified peaks into an accessibility count matrix. We removed cell clusters supported
by fewer than 82K ATAC reads, retaining for analysis 285 clusters.

6. Normalizing peak ATAC coverage in each cluster by normalizing (dividing by total
reads for the cluster) and transforming the frequencies p to log2(1e-5+p).

7. Running kmeans++ with a large number of clusters (K=120) over the normalized
accessibility profiles. Deriving mean peak cluster profile by averaging the log
normalized ATAC values.

8. Filtering peak clusters with less than 100 peaks (only 1 case). Annotating peak

clusters as variable whenever at least four metacell clusters showed mean ATAC
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value smaller than -16 and the difference between minimum and maximum value over
the cluster was larger than 0.7. All other clusters were considered constitutive.

9. Computing the A-score of each peak in ESC, Embryo, pEry, C2.1 and C2.3.
Analysis of the A-score distributions in each cluster is used to generate Fig 5B-D.
10. Identifying all pairs of peaks within less than 200kb genomic distance.
Summarizing the number of such pairs between elements of each pair of clusters into
a matrix of observed “proximities”. Multiplying each element in the matrix by the total
matrix counts divided by the product of its row and column total counts. Log
transforming the resulted enrichment ratio, followed by hierarchical clustering of the
submatrices defined by the constitutive and variable peak clusters (separately) in

order to generate the heat map of Fig 5E.

DATA AVAILABILITY

The scHi-C and scRNA-seq data generated in this study have been deposited in the GEO
database under accession code GSE148793. The ESC scHi-C data used in this study are
available in the GEO database under accession code GSE94489. The previously published
embryo gastrulation scRNA-seq data used in this study are available in the ArrayExpress
database under accession code E-MTAB-6967. The scRNA / scATAC multiome data used in
this study are available in the GEO database under accession code GSE205117. The neural
progenitor cells’ Hi-C data used in this study are available in the GEO database under
accession code GSE96107. The hematopoietic Hi-C data used in this study are available in
the GEO database under accession code GSE119201.

CODE AVAILABILITY
All  code supporting the analysis of this work is available in Github:

https://github.com/tanaylab/scHiC embryo.
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FIGURE LEGENDS

Figure 1: single cell Hi-C in mouse embryo cells

A: Distribution of the number of unique contacts per cell (left) and fraction of trans-
chromosomal contacts per cell (right) in the Embryo scHi-C dataset

B: For each single cell shown are the fraction of contacts in in 2Mb-12Mb (“mitotic”) distance
band vs. the fraction of contacts between elements less than 2Mb apart (“short-range”). Color
coding is based on classification into cell cycle phases as in Nagano et al. 2017.

C: Comparing normalized ratio of scHi-C coverage on early and late replicating loci (X axis)
to fraction of short-range contacts.

D: Visualizing clusters of single ES and embryo cells using PCA projection of A-scores from
11 genomic clusters. Cells are color coded according to cluster (left) or the initial annotation
of cell cycle phase (right).

E: Plotting gene expression of 40kb bins in ESCs compared to embryo cells (mean across E9
metacells, excluding pEry). Upper and lower dashed lines indicate the threshold for defining
transcriptional changes between embryo and ESC.

F: Comparison of A-scores for 40kb genomic bins.

G: 40kb genomic bins were stratified according to embryonic expression level (units are log2
of the expression frequency). The distributions of A-scores in embryos (blue) and ESCs
(green) are depicted using boxplots. The (-19, -18] box contains at least n=48K genomic bins,
(-11, -10] and (-10, -9] at least n=20, and the rest at least n=200. Box limits are the first and
third quartile, center line is the median, whiskers are 1.5 times the interquartile range, and
points are outliers.

H: Distributions of differential A-score (ESC minus Embryo) in genomic bins with TSSs
showing differential gene expression in embryos compared to ESCs (n=1289 ESC induced
bins: green, n=806 Embryo induced bins: blue). Box limits are as in 1G.

I-K: Similar to F-H but showing data on the early-scores of genomic bins instead of A-scores.
L: Examples of conformation reprogramming at pluripotency loci. For each locus we show
Shaman enrichment plots in Embryos (top) and ESC (middle), and the respective A-score
trends (bottom; blue — embryo, green — ESCs). Dashed circles represent focal points for

differential conformation.

Figure 2: Distinct, compact conformation for primitive erythrocytes.

A: Comparison of 40kb bins A-score in pEry cells vs. non-pEry embryo cells. Upper and
lower dashed lines show differences of at least 0.3 in A-score.

B: Comparison of log2 mean expression (fraction of molecules per gene) for 40kb genomic

bins.
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C: Distribution of genomic bins’ A-score as a function of expression levels. A-score and
transcription were calculated for 40kb genomic bins. Plots show A-scores stratified by
expression, for loci classified with conserved expression (left), Ery induced expression
(middle) and Ery-repressed expression (right). In the left panel, the (-19, -18] box contains at
least n=48K genomic bins, (-11, -10] and (-10, -9] at least n=20, and the rest at least n=200.
In the middle panel, all boxes contain at least n=15 genomic bins, except for the (-11, -10]
and (-10, -9] which contain at least n=5. In the right panel, all boxes contain at least n=
genomic bins, except for (-12, -11], (-11, 10] and (-10, -9] which contain at least n=35, 10,
and 2 respectively. Box limits are the first and third quartile, center line is the median,
whiskers are 1.5 times the interquartile range, and points are outliers.

D: Distribution of single cell early/late coverage ratio for pEry (red) and non-pEry (black)
cells.

E: Comparing early-scores for 40kb genomic bins in pEry and non-pEry embryo cells.

F: Similar to C, but showing distributions of 40kb genomic bins early-score instead of A-
score.

G: Showing the distribution of contacts with distance >2Mb vs mitotic contacts (2-12Mb) in
pEry (red) and non-pEry cells (black). Note the general high degree of long range contacts in
p-Ery.

H: Showing the fraction of contacts in the most frequent distance bin (defined as “Far
tightness” in Nagano et al 2017) compared to the rate of long-range contacts.

I: Distributions of inter-chromosomal contact rates for pEry and non-pEry cell.

J: Shown are color coded A-scores computed for the pEry (left) and non-pEry (right) clusters
around loci with pEry specific high A-score (400kb upstream and downstream). Loci are
grouped into 8 clusters using K-means clustering.

K: For each of the loci clustered in J we color coded bins with any level of transcription
according to the relative expression in pEry and non-pEry cells (blue — higher in non pEry,
red - higher in pEry).

L: Loci within each cluster in J were pooled, and their average Shaman score is color coded
for pEry and non-pEry cells. The pooled A-score profile is shown at the bottom for every loci
cluster in pEry and non-pEry.

M: Examples of loci showing distinct pEry conformation. For every locus, depicted are
contact enrichment in non-pEry cells (top), pEry cells (middle) and profile of A-score in the
two clusters (bottom). For Cpox and Hbb we mark contacts with the TSS locus by black

diagonal lines.

Figure 3: Ectoderm and mesoderm/endoderm scHi-C clusters in the embryo
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A: S-phase cells from the non-pEry cluster were identified and projected on 2D using Umap
analysis of their coverage in 1103 loci. Cells are color-coded by their s-score as inferred by
our probabilistic model.

B: Umap projection of the same cells as in A, using features normalized given inferred S-score
for each cell.

C: Distribution of inferred s-scores for the three non-pEry embryo clusters.

D: Average normalized coverage (early-score) for genomic bins in clusters C2.1 and C2.3.

E: Similar to D, but comparing average C2.1 and C2.3 behavior to C2.2 behavior.

F: Genomic bins that were inferred to be early replicating (methods) in C2.1 (left) or C2.3
(right) were pooled, and for each cell we plotted total coverage as a function of the inferred S-
score. Cells are colored by their cluster (C2.1 — green, C2.3 — orange).

G: Distribution of the difference between C2.1 cells and C2.3 cells in early-score (left) and A-
score (right) for genomic bins classified as specific to C2.1 (green) or C2.3 (orange). Grey —
all bins.

H: Average normalized A-score for the group of genomic bins specific to C2.1 (X) and C2.3
(Y) are depicted for color-coded cells in the three clusters C2.1- 3 (left). A Similar plot is shown
for 898 cells that were not included in the set of 699 mid S-phase cells used for clustering
(right). Gray lines mark the thresholds used for classification of the expanded C2.1 and C2.3
clusters.

I: Correlation heatmaps for 2353 gene expression profiles over the E9.0 metacell model. Gene
module numbers and representative genes are shown on the right. S. ecto: Surface ectoderm.
CM: cardiomyocyte. Endot: Endothelium. E Meso: extraembryonic mesoderm.

J: The color-coded matrix represents the difference in average early-score per single cell
cluster (columns) for the TSS loci in each gene module from | (rows).

K: Similar to J, but showing difference in average A-score in each cluster.

L: Depicting the contact structure (color-coded Shaman map) in C2.1 (top) and C2.3 (bottom)
cells around the Crabp2 and Igf2 TSSs.

Figure 4: Three-way support for specific regulatory contacts

A-B: Comparing A-score (top), contact maps (middle), virtual-4C using Shaman scores, and
H3K4mel ChlP-seq (bottom) around the Sox2 and Twistl loci. The genes, and for Twistl also
a nearby enhancer, are marked by vertical grey lines.

C: Shown are distributions of genomic distances between a TSS and the nearest putative
enhancer classified according to the ectoderm/mesoderm lineage specificity of the two loci as
determined by gene expression (for the promoter) and encode ChlP-seq (for the putative

enhancer).
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D: The distribution of differential C2.1 and C2.3 Shaman score (X axis) on TSS-enhancers
pairs with coordinated mesoderm or ectoderm specific activity. Shaman differences is
computed only for contacts with positive scores in both C2.1 and C2.3.

E: Examples of virtual 4C plots (top) and H3K4mel ChiP-seq (bottom, C2.1 followed by C2.3)
around 4 ectoderm and 4 mesoderm genes. Gray vertical lines mark the TSS and putative
enhancer. Gene-free regions around regulated genes are highlighted by horizontal gray bars.
F: Contact structure around the Tbx3-Tbx5 locus in the C2.1 and C2.3 clusters. Contacts

discussed in the text are marked by dashed circles.

Figure 5: Gastrulation accessibility hotspots are chromosomally intertwined

A: Bottom panel shows the accessibility of peaks (rows) over metacells (columns) (log2
number normalized ATAC-seq reads). Shown are loci from select clusters highlighted in the
text. Top panel depicts gene expression of correlated TFs over the same metacells, provided
in order to link accessibility clusters with specific cell types.

B: For each cluster of ATAC peaks we computed the fraction of loci with A-compartment score
difference larger than 0.1 when comparing ESC and Embryo pooled Hi-C. Clusters with over
0.08 of the loci showing A-score enrichment in ESCs are colored black.

C: Similar to B, but comparing embryo and pEry pooled Hi-C maps.

D: Similar to B, but comparing the embryonic clusters C2.1 (ectoderm) and C2.3 (mesoderm).
E: Left panel is showing mean normalized accessibility for ATAC peak clusters (row) and
metacells (column). Right panel is showing for each pair of peak clusters the enrichment of
intra-TAD proximity (number of pairs of peaks in the same TAD and within 200kb of each
other).
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Chapter 7 - Discussion

In this thesis we developed methods for analyzing multi-omic and single-cell datasets.
Specifically, we focused on the problems of cancer-subtyping using multi-omic data, and of
analyzing scHi-C data during mouse embryonic development. We first performed a benchmark
comparing several methods for multi-omic cancer subtyping. We then developed NEMO, an
algorithm for multi-omic cancer subtyping that supports partial data, and showed its favorable
performance compared to other clustering methods. Next, we highlighted a limitation of the
commonly used method for comparing the survival of different groups of patients, and provided
an implementation of an exact test that overcomes this limitation. The last work we described
on cancer subtyping is MONET, an algorithm that detects patient modules, where patients are

allowed to be similar in only a subset of the input omics.

In addition to cancer subtyping, we used MONET to cluster multi-omic single-cell data in
embryonic development. This leads to our work on analysis of scHi-C data, which was described
in the previous chapter. In that work, we developed methods to detect groups of cells with
different genome organization, while accounting for the large variance between cells caused by

the cell cycle.

In this chapter, we first summarize the research projects described in this thesis before
characterizing possible extensions of them. Then, we outline a few possible directions for future

research in the analysis of multi-omic and single-cell data.

7.1. Multi-omics clustering benchmark

Our first work compared performance of different multi-omic clustering methods. We used two
criteria to assess the quality of a cancer clustering solution: the number of known enriched
clinical parameters, and the differential survival between the clusters. We showed that some
multi-view methods, that were not developed specifically for omics data, performed better than
some methods developed for such data. We also showed that methods do not necessarily
benefit from using all the omics in the input, and that the best omics to use varies between

different cancers.

A possible limitation of this work, and also of the clustering algorithms that we developed, is the
assessment criteria we used. Differential survival may be a biased measure for several reasons.

Cancer patients are being treated for their disease, and the availability of treatment for a cancer
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subtype will improve the prognosis of the subtype’s patients, while the lack of a treatment will
worsen the prognosis. Treatment availability therefore biases this assessment criterion. This
criticism is somewhat mitigated by the fact that the existence of a treatment for a subset of the
patients indicates that these patients do form an actual type, but other criticisms on differential
survival are not as clearly defended. First, it is possible for different cancer subtypes to have
similar survival rates. In this case, an algorithm that detects these subtypes will not be rewarded.
Second, an algorithm that picks up a signal that is not related to the tumor’s biology, but to some
unrelated variable that is correlated to survival, will be rewarded. For example, in many cancer
types prognosis worsens with age, and an algorithm that clusters patients based on age will find
differences in survival. The second assessment criterion, enrichment of known clinical
parameters, is similarly biased, and may prefer clustering solutions that better reflect the current
understanding of cancer. Still, these assessment criteria are currently the best and most widely

accepted way to measure cancer subtyping performance.

7.2. NEMO

In Chapter 3 we introduced NEMO, a method we developed for multi-omic clustering. We
compared NEMO’s performance to nine other algorithms on ten different cancer types from
TCGA, using three omics: gene expression, DNA methylation and miRNA expression. While
NEMO’s performance was not the best in neither of the two assessment criteria we used, it was
second in performance in both, offering overall best results. NEMO is also very fast, and we
showed that it supports partial datasets, where there are patients with measurements in only a
subset of the omics. Finally, we used NEMO to detect cancer subtypes in Acute Myeloid

Leukemia.

Notably, since its publication, NEMO was included in several multi-omic cancer clustering
benchmarks conducted by other research groups, with very good results. First, Duan et al.
benchmarked ten methods on nine cancer types, using different subsets of four omics. They used
clinical significance, accuracy (in cancer types with accepted subtype definitions), robustness and
runtime to assess the algorithms’ performance, and concluded that NEMO and SNF were best
overall [128]. Second, Niessl et al. investigated the tendency of methods to perform better in
their introductory paper than in subsequent comparison studies [129]. To study this topic, the
authors looked at pairs of methods that are designed for the same task, and assessed each
method in the exact same settings that the second method used to measure its own performance

in its original publication. Out of four methods, only NEMO’s performance did not deteriorate.
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NEMO has several limitations. While NEMO supports partial data, it currently requires that all
pairs of patients have data in at least one common omic. For this reason, NEMO does not support
datasets with two omics, in which some patients have measurements in both omics, while some
only in the first omic and some only in the second omic. This is arguably the most common case
of partial data, and NEMO could be extended to support such use cases. An additional limitation
of NEMO is that it provides a clustering solution, but does not provide insight about the features
that support this clustering. Downstream analysis of the clustering can find differential features,
but it could have been useful if some biological understanding of the features would come from

NEMO directly.

7.3. Inaccuracy of the log-rank test

In Chapter 4 we showed the inaccuracy of the log-rank test when used in modern cancer
datasets, which typically have hundreds of patients. The broadly used log-rank implementation
is based on an asymptotic approximation and is not an exact test, and therefore it is not expected
that its reported p-values will be exactly accurate. However, the extent of the inaccuracy even in
datasets with hundreds of patients warrants attention. The test is less accurate when many
groups are compared (that is, in our context, in a cancer type with many subtypes), and in cancers
with good prognoses, where there is a low number of death events. We also showed examples
of previous studies that reported false discoveries (using a significance threshold of 0.05) due to

the test’s inaccuracy.

The exact version of the log-rank test was described previously [130], [131], and is well known in
the statistics community. We provided an implementation of this test in the R programming
language, where previously an implementation was available only for the case of two groups.
The downside of the exact test is its runtime. Faster tests with higher accuracy in cancer datasets

are needed.

7.4. MONET

In Chapter 5 we presented MONET, an additional algorithm for multi-omics clustering. We
compared MONET’s performance to other algorithms using the same data that we used to assess
NEMOQ'’s performance. MONET’s performance was overall best together with NEMO. However,
these two methods performed well on different datasets, so they could potentially be used
complementarily. We also showed in more depth how to use MONET on Ovarian Serous
Cystadenocarcinoma, a type of ovarian cancer. We finally applied MONET to single-cell multi-

omic data, showing that MONET can be used in diverse settings.
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MONET is designed to find clustering solutions in which samples are not necessarily similar in all
omics, and we find such cases often in cancer data. But such clusters are difficult to interpret
biologically. What biological mechanism can cause patients to be similar in gene expression, but
not similar in miRNA expression? This is especially baffling given the high interconnectivity
among different biological layers. Future work, both biological and computational, will be

needed to better understand such cases.

MONET has several computational limitations. It has multiple hyperparameters, and the tuning
of these hyperparameters is challenging. MONET requires that its omic similarity graphs will have
both positive and negative edges, and tuning the edge weights to obtain this requirement can
be performed in many ways. While we suggested a default weighting scheme, we believe that
future work can find improved and more robust schemes. An additional limitation is that MONET
attempts to heuristically solve an NP-hard problem, and does not guarantee an optimal solution.
We added several “actions” to MONET’s iterative optimization procedure in order to avoid
obvious cases of termination at a local optimum, but additional such actions may further improve

MONET's solution, at the expense of a slower runtime.

7.5. Single-cell Hi-C

In Chapter 6 we presented our study on the genome organization at single-cell resolution. In this
work we developed a methodology for the analysis of scHi-C from diverse cell types, while
controlling for the dominant signal of the cell cycle. We found that primitive erythrocytes have
a distinct chromosomal conformation, and then used a subtler approach to find cell groups that
we identified as mesodermal and ectodermal. We then connected the genome structure of these
groups to other epigenetic regulatory mechanisms —to openness of the genome using single-cell
ATAC-seq data, and to histone modifications using ChIP-seq data. We found that in general,

tissue specific enhancer-promoter interactions are mediated by physical proximity.

The main conclusion we draw from this study is that we do not observe very high diversity
between cell types in terms of the genome organization. This lack of diversity is compared to the
high diversity that is already seen at this stage of development in terms of tissue morphology
and functionality, and that also manifests itself in scRNA-seq data [119]. This conclusion suggests
that genome organization is not a leading epigenetic factor in embryonic differentiation
processes, which is driven by other factors. However, a limitation of our study is that it is possible
that there are differences in genome organization that our data and analysis were not able to
detect. We only sampled a small number of molecules from every cell, a small number of cells

(three thousand, compared to hundreds of thousands in scRNA-seq studies), and Hi-C data is



126

highly noisy in its nature. It is therefore still too early to confidently state that Hi-C is not a driving

force in differentiation.

7.6. Future work

Biological research is gradually shifting into a more quantitative, data-driven science. This
coincides with decreasing costs and higher availability of high-throughput experimental
techniques. These trends will likely lead to more multi-omic and single-cell datasets, and will only
increase the need for further methodological innovation. Our work suggests many directions for

such future methodological work.

7.6.1. Multi-omic analysis

Our work focused on multi-omic clustering. An advantage of the methods we presented is that
they are based on similarity between samples, and can therefore be easily extended to new
omics data. But this generality has a downside in that it cannot provide mechanistic
understanding for the connection between omics. A different approach than ours can design
models for specific omics, incorporating known biological mechanisms. Some previous studies
took that approach, e.g. PARADIGM, which we mentioned previously [83], but there is still much
room for innovation. Such methods can also help explain the phenomenon of disagreement

between omics that we described in our work on MONET.

Besides multi-omic clustering, there are other multi-omic analysis problems that received less
attention. Specifically, we are not aware of any multi-omic classification algorithm that performs
better than concatenating features from different omics and applying single-omic classification
methods. Another important problem is multi-omic visualization. This problem is related to
multi-omic dimension reduction, and can be thought of as dimension reduction into two or three
dimensions, but the objective in this task is very different from that of dimension reduction.
While there are several methods for multi-omic dimension reduction [132], [133], including

methods that are also used for multi-omic clustering, work on visualization is scarce [134], [135].

7.6.2. Single-cell analysis

Single-cell methods offer diverse algorithmic problems, and indeed single-cell analysis is a field
that enjoys the interest of a growing number of computational researchers. scHi-C datasets are
still scarce, and only a handful of experimental groups have the technical expertise and resources
to create new data. Nonetheless, several methods have been developed recently that attempt
to increase the resolution of single-cell data, and detect structural entities such as TADs and

loops [125]-[127]. The approach we presented for single-cell relies heavily on the presence of
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many replicating cells, an assumption that is valid in embryonic development but is not valid for
almost all mature tissues. Methods that cluster scHi-C data by looking directly on the genome

organization, and not on the replication-dependent number of reads, are much needed.

We use the coverage (number of reads) of different genomic bins to analyze scHi-C data. This
approach is not specific to Hi-C, and can be readily extended to other single-cell omics data.
Indeed, we performed proof-of-concept studies on applying this approach to single-cell
methylation data, and think that with some adaptations it can also be applied to single-cell ATAC.
The latter data type is somewhat more challenging, because the number of reads is part of the
ATAC assay’s output, and is affected by the openness of a genomic region. Distinguishing
between changes in the number of reads that are due to openness and those that are due to

copy number is imperative to extend our approach to ATAC data.

7.6.3. Single-cell multi-omics

Since our work involves multi-omic data and single-cell data, a natural extension of it would be
for single-cell multi-omic data, where multiple omics are measured at single-cell resolution. Our
work included one such analysis, when we applied MONET to scRNA and single-cell methylation
from single cells. Until just a couple of years ago only a handful of labs could produce such data
[136], [137]. Only now the relevant experimental methods are becoming more widespread, and
still for a small subset of omics. Most notable is the combination of single-cell RNA and ATAC, for
which a commercial product is now available, making it the most common multi-omic single-cell
data [138]. Multi-omic single-cell data has recently been chosen as the “Method of the Year” by
Nature Methods, one of the leading journals for novel methodology [139], and experimental
methods for the analysis of such data are now a hot area of research. All the approaches we
presented in this work can be extended to this new data type — either by adapting the multi-omic

methods for single-cell data, or by adapting the single-cell methods to multi-omic data.
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