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Abstract 
 

 

A key challenge in biomedical studies in recent years is the classification of samples into 

categories such as cases and control (individuals who carry some illness and others who 

do not). This is done by first learning how to classify, based on a training set containing 

labeled samples from the two populations, and then predicting the label of new samples. 

Each sample consists of gene expression measurements. 

An important sub-problem in such studies is that of feature selection. Microarrays can 

measure the levels of thousands of genes per sample. Using these data, the number of 

features (gene expression levels) far exceeds the number of samples. Standard classifiers 

do not work well in such situation. Selecting only the features that are most relevant for 

the discrimination between the two categories helps in constructing better classifiers, both 

in terms of accuracy and in terms of efficiency. 

In this work we developed a novel family of methods for multivariate feature selection, 

based on the Partial Least Squares algorithm. We performed a systematic comparison of 

the family variants as well as common feature selection techniques. The comparisons 

were done across a large number of real case-control datasets and using several 

classifiers. We demonstrate the advantage of the new method and provide insights on the 

preferable combinations of classifier and feature selection technique. 
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1 Introduction and summary 

 
Classification of samples, given as gene expression profiles, has become in the last few 

years an active topic in biomedical research. Such classification aims to distinguish 

between two types of samples. Usually, these two types are positive, or case samples (i.e., 

taken from individuals that carry some illness) and negative, or control samples (i.e., 

healthy individuals). One first obtains a collection of samples with known type labels and 

uses it to build a classifier, which can later be used to classify unlabeled samples.  

The use of gene expression microarrays allows simultaneous measuring of tens of 

thousands of gene expression levels per sample. This high-throughput ability to measure 

gene expression generates data with number of features (genes) far exceeding the number 

of samples. The high dimension of the data poses a real problem for standard classifiers. 

By selection only a subset of the features (a process called dimension reduction) several 

goals are obtained: 

• Improved performance of classification algorithms by removing irrelevant 

features (noise). 

• Improved generalization ability of the classifier by avoiding over-fitting (learning 

a classifier that is too tailored to the training samples, but performs poorly on 

other samples). 

• By using fewer features, classifiers can be more efficient in time and space. 

• It allows us to better understand the domain. 

• It is cheaper to collect and store data based on a reduced feature set. 
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Many feature selection techniques have been proposed. One of the most common 

techniques in use are filters [1], which are univariate methods for selecting the most 

relevant features one by one and filtering out the rest. Such techniques easily scale to 

very high-dimensional datasets, they are computationally simple and fast, and they are 

independent of the classification algorithm. As a result, feature selection needs to be 

performed only once, and then different classifiers can be evaluated [1]. However, when 

using filters, each feature is considered separately, thereby ignoring feature dependencies. 

Multivariate techniques may overcome this shortcoming. 

In this study, we developed a novel family of feature selection techniques based on the 

Partial Least Squares (PLS) algorithm [2-4] , which we call SlimPLS. SlimPLS is a 

multivariate feature selection method, thus incorporating feature dependencies. In order 

to compare the performance of the SlimPLS based methods we used five classifiers – 

linear Support Vector Machine (SVM), radial SVM, Random Forest, K-nearest-neighbors 

(KNN), and Naïve Bayes. 19 different case-control expression profiles datasets were 

collected and used for training and testing. Our results show a significant gain in 

performance for some variants of the SlimPLS compared to filters techniques.   

This thesis is organized as follows: in Chapter 2 we present the necessary background for 

this work, and review some of the relevant literature. In Chapter 3 we present the 

SlimPLS method and its variants. In Chapter 4 we present the datasets we collected and 

the different criteria we used for the comparisons, and the results of the different 

comparisons using several classifiers are presented. In Chapter 5 we discuss the results 

and their implications and present some possible future directions. Some more 
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evaluations and comparisons of the different feature selection techniques and classifiers 

are included in the appendix.   
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2 Background 

2.1 What is Classification 

2.1.1 Introduction 

Supervised classification takes a set of data samples, each consisting of measurements on 

a set of variables, with associated labels called the class types, and uses them to learn a 

particular model. Using that model, the labels of new samples can be estimated. Figure 

 2-1 gives an abstract illustration of the idea. 

 

 

X

X

X

X

X

 

Figure  2-1. Two-dimensional points belonging to two different classes (circles and squares) 

are shown in the figure. A classifier will learn a model using these points and then use the  

model to accurately classify the new samples, marked by X. 

 

Classification is used in various fields, e.g.. 

a) Biology. In recent years the study of gene expression microarrays became very 

popular. Each microarray is a sample, which gives the expression level of many genes 
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in an individual, and samples from different classes (e.g. sick and healthy individuals) 

are given. Gene expression data were successfully used to classify patients into 

different clinical groups, thus identifying new disease groups and the relevant genes 

for this clinical phenomenon [5].   

b) Optical Character Recognition (OCR) uses classification to translate images of 

handwritten, typewritten or printed text (usually captured by a scanner) into machine-

editable text [6]. 

c) Document classification. The task is to assign an electronic document to one or more 

categories, based on its contents. This is usually done using supervised classification 

techniques, e.g. [7]. 

 

The classification problem can be formally stated as follows: A sample is a pair (xi , yi), 

where xi is a p-dimensional data vector of measurements. Usually, xi ∈ R
p
. yi is the label 

of the sample, indicating the class it belongs to. Formally, it is a categorical variable 

taking values from a finite set of labels Ω=
1{ ,..., }cω ω . The input to the classifier is a set 

of measurement vectors along with their known classes. This set, called the training set, 

is used to build the classifier. Once the classifier is built, given a new test example, x, its 

class can be predicted by the classifier. 

The high dimensional nature of many classification tasks, i.e., the very large number of 

available features, may pose a real problem for classifiers, especially when we have 

relatively few samples (see Section  1). Therefore, in many cases we will need to select 

only a small subset of the available features that will contribute most to the classification. 

This task is called feature selection. 
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In the next sections we will review several classifiers and feature selection methods. In 

this work we concentrate on the two-class classification problem. 

2.1.2 Difficulties 

 

Our goal is to design a classifier that is as accurate as possible in classifying new test 

samples. This challenge is difficult for several reasons. 

The first problem is that we are often given a relatively small training set. Thus classifiers 

have to infer a general behavior from relatively few samples. We assume that the training 

set faithfully represents the test set, or the ‘real world’. However, when the sample is 

small, it is less likely to faithfully represent the real world, and more likely to be biased 

due to noise, population differences, etc. 

Another problem is the complexity of the model and its generalizing capabilities. If the 

classifier is too simple it may fail to capture the underlying structure of the data. 

However, if the classifier is too complex and there are too many free parameters, it may 

incorporate noise in the model, leading to over-fitting, where the learned model highly 

fits the training set, but performs poorly on test samples. Thus, achieving optimal 

performance on the training set (in terms of minimizing some error criterion) is not a 

requirement. It may be possible for a classifier to achieve 100% classification accuracy 

on the training set but the generalization performance – the expected performance on a 

test data (or equivalently, the expected performance on the distribution from which the 

training set was sampled) – is poorer than could be achieved by different methods. 
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Another problem is the meaning of “optimal”. There are several ways of measuring 

classifier performance. For binary classification problems the most common one is the 

error rate, but even this is not a simple task, as the error rate needs to be estimated and 

usually can not be directly calculated. 

2.1.3 Error estimation 

 

As was mentioned in the former section we seek to minimize the generalization error - 

the expected error (performance) on test data or ‘real-world” data. In the next sections we 

will describe different classifier mechanisms and see how they ‘infer’, i.e., how they use 

the training data in order to classify new test samples as accurately as possible. But first 

we need a way to measure the quality of such an inference. 

There are many methods for estimating generalization error, e.g. test-set method, cross 

validation, bootstrap, jackknife etc [11]. The focus in this work is on cross validation 

techniques, in particular the leave-one-out-cross-validation method. 

2.1.3.1 Cross Validation 

 

Cross-validation calculates the error by repeatedly partitioning the given training set into 

two disjoint subsets: the training subset and the test subset. When a sample belongs to the 

test subset, its label is hidden from the classifier built based on the training subset only, 

and the prediction of its class can be compared to its true class. The process is repeated 

with several partitions and gives an estimate of the performance of the classifier. 

2.1.3.1.1 K-fold cross-validation 
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The k-fold cross-validation partitions the given training set into k subsets (preferably of 

equal size). Then, training is done on k-1 subsets and testing is done on the remaining 

subset. This process is repeated as each subset is taken to be a test set in turn. 

2.1.3.1.2 Leave-one-out cross-validation 

 
In this method we use k-fold cross-validation with k=n, the number of samples in the 

training set. In each ‘fold’ we use n-1 samples as training set and test the classifier on the 

remaining sample. This procedure is repeated for all samples. The estimated error is 

simply the fraction of wrongly classified samples. 

This method is computationally expensive as it requires the construction of n different 

classifiers. However, it uses almost all the samples in each training subset, thus it is more 

suitable for smaller datasets. This method is used in our work. 

 

2.2 Linear Discrimination 

2.2.1 Introduction 

 

Linear Discrimination algorithms are classifiers that assign to each sample a real value 

which is a linear combination of its feature values. A test sample is classified according 

to its real value. We first make the assumption that the decision boundaries are linear – 

i.e. samples from different classes can be separated using a linear function. Linear 

discrimination can be used in binary classification and in multi-class classification.  

 

The problem of a binary linear discrimination can be formulated as follows. Suppose we 

have a set of training samples },...,1),,{( niyx ii =  where 
iy  ∈ }1,1{ +− . We seek a linear 
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function ( )g x , consisting of weight vector w  and a threshold 0w , such that its sign will 

predict the label
iy :  

( ( )) 0 1

( ( )) 0 1

i i

i i

sign g x y

sign g x y

≥ → = +

< → = −
 

for each sample 
ix . 

A sample ix  will be classified correctly if ( ) 0i ig x y⋅ > . Ideally, we would like to find 

such ( )g x that makes ( )g x y⋅  positive for as many samples in the training set as possible. 

This criterion minimizes the misclassification error on the training set. If indeed 

( ) 0g x y⋅ >  for all samples in the training set, the data are said to be linearly separable.  

In non trivial problems it is not possible to find a perfect linear separation of the data. 

Moreover, insisting on a perfect linear separation when the data are noisy can lead to 

over-fitting. In some situations it is better to let some training samples be misclassified in 

order to handle noise better.  

2.2.2 Support Vector Machines 

2.2.2.1 Introduction 

 

Support vector machines (SVMs) [8-10] are very popular linear discrimination methods 

that build on a simple yet powerful idea: Samples are mapped from the original input 

space into a high-dimensional feature space, in which a ‘best’ separating hyperplane can 

be found. A separating hyperplane H is best if its margin is largest. The margin is defined 

as the largest distance between two hyperplanes parallel to H on both sides that do not 

contain sample points between them (we will see later a refinement to this definition). It 

follows from the risk minimization principle (an assessment of the expected loss function, 
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i.e., the mis-classification of samples [11]) that the larger the margin, the better the 

generalization error of the classifier. 

To demonstrate this idea let us consider Figure  2-2. We can see that for the same training 

set, different separating hyperplanes can be found. The separating hyperplane that leaves 

the closest points from different classes at maximum distance from it is preferred, as the 

two groups of samples are separated from each other by a largest margin, and thus least 

sensitive to minor errors in the hyperplane’s direction.  

 

 

Figure  2-2. Separating hyperplanes and Margin. Two different possible separating hyperplanes are shown 

(thick lines). (a) A separating hyperplane parallel to the y-axis. (b) A separating hyperplane that leaves the 
closest points at maximum distance from it (the thin lines on the right identify the margin). This figure is 

taken from [11]. 

 

 

2.2.2.2 Linearly separable data  

 
As mentioned earlier all training samples are correctly classified if  

0( ) ( ) 0T

i i i ig x y w x w y⋅ = + ⋅ >  
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for each training sample ix . We would now like to take the margin into consideration in 

the above equation. Thus, changing it to 

0( )T

i iw x w y b+ ⋅ ≥  

yields a solution for which all training samples 
ix are at distance greater than 

b

w
 from 

the separating hyperplane. We can scale b , 
0w  and w  while still having the distance 

unaltered. Therefore, without loss of generality 1b =  is taken. Setting b to the value of 1 

defines the canonical hyperplanes as follows. 

1 0

2 0

: 1

: 1

T

T

H w x w

H w x w

+ = +

+ = −
 

In addition, all training samples 
ix satisfy: 

0 1
T

iw x w+ ≥  for 1iy = +  

0 1
T

iw x w+ ≤ −  for 1iy = −  

The separating plane is defines by
0( ) 0

T
g x w x w= + = , and the distance between each of 

the canonical hyperplanes and the separating hyperplane is
1

w
. This quantity is termed 

the margin. See Figure  2-3.  
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Figure  2-3. The geometry of the margin. 
1H and

2H  are the canonical hyperplanes. The margin is the 

distance between the separating hyperplane ( ( ) 0g x = ) and a hyperplane through the closest points 

(marked by a ring around the data points). These are termed the support vectors. This figure is taken from 

[11]. 

 

Now, we can formulate the learning problem of SVM as follows. 

1
max( )

w
 s.t. 

0( ) 1T

i iw x w y+ ⋅ ≥    1,..,i n=  

where ( , )i ix y  is the set of training samples with their labels. It also can be written as 

follows. 

1
min( )

2

T
w w  s.t. 

0( ) 1
T

i iw x w y+ ⋅ ≥    1,..,i n=  

This formulation enables us to use the Lagrange formalism: The non-negativity 

constraints are multiplied by positive Lagrange multipliers iα  and subtracted from the 

margin 
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objective function. This leads us to the primal form of the objective function pL , which is 

given as follows. 

0

1

1
(( ) 1)

2

n
T T

p i i i

i

L w w w x w yα
=

= − + ⋅ −∑  

where { : 1,..., ; 0}i ii nα α= ≥ are the Lagrange multipliers. Solving the minimization 

problem is equivalent to finding the values w ,
0w , and 0iα ≥ that minimize 

pL . To do so, 

we first differentiate 
pL  with respect to w  and

0w . Then, by equating the derivates to 

zero we get 

1

n

i i i

i

w x yα
=

=∑  (when differentiating with respect to w ) 

1

0
n

i i

i

yα
=

=∑  (when differentiating with respect to 
0w ) 

  Taking these two equalities and substituting into pL  yields the dual form of the 

Lagrangian. We want to maximize 

∑∑∑
= ==

−=
n

i

n

j

j

T

ijiji

n

i

id xxyyL
1 11 2

1
ααα  

subject to 

0iα ≥    
1

0
n

i i

i

yα
=

=∑  

This optimization formulation is expressed using inner product of the training samples
ix , 

and the number of parameters is n – the numbers of training samples. The solution for 

that problem is achieved by convex quadratic programming. Finding of the α -s that 

maximize 
dL  enables the computation of w  and 

0w . 
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After finding w  and 0w , classification of a query pattern qx  simply requires finding the 

sign of 
0( ) T

q qg x w x w= + . 

 

2.2.2.3 Linearly non-separable data 

 

In the previous section the SVM learning process was introduced as an optimization 

problem, under the assumption that the data are linearly separable. However, in many 

practical problems there will be no linear boundary separating the classes. Hence, looking 

for a hyperplane in the former manner will yield no results: The optimization problem 

will be infeasible. Therefore, a relaxation of the constraints is needed. This is done by 

introducing new slack variables { : 1,..., ; 0}i ii nξ ξ= ≥  into the original constraints: 

0( ) 1T

i i iw x w y ξ+ ⋅ ≥ −  

This way, for a training point to be misclassified by the hyperplane, we must have 1iξ > . 

Notice that this also allows a point to be inside the ‘sterile’ area of the margin, but to still 

be correctly classified (for 0 1iξ< < ). 

The next step will be incorporating the additional cost due to the non-separability into the 

objective function, using some kind of penalty: 

1

1

2

n
T

i

i

w w C ξ
=

+ ∑  

and the minimization problem will be given as 

1

1
min( )

2

n
T

i

i

w w C ξ
=

+ ∑  s.t. 
0( ) 1T

i i iw x w y ξ+ ⋅ ≥ −  
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The parameter C (called the regularization parameter) controls the penalty for ‘outliers’ 

and ‘softer’ margin. Optimal values of C are usually found by using the leave-one-out 

procedure on the training samples, and finding the value that yields the lowest error. 

 

The primal and dual forms of the Lagrangian are built in a similar way as in the previous 

section. The dual form will be given as 

1 1 1

1

2

n n n
T

d i i j i j i j

i i j

L y y x xα α α
= = =

= −∑ ∑∑  

subject to 

0 i Cα≤ ≤    
1

0
n

i i

i

yα
=

=∑  

Therefore, the only change to the maximization problem is the upper bound of the iα .  

 

2.2.3 Kernels and SVM 

 

Even when no separation is possible in the original space, samples can be mapped into 

high-dimensional feature space, where a separating hyperplane can be found. This is the 

principle behind many methods of classification: transform the input features nonlinearly 

to a high dimensional space in which linear methods may be applied. This space is called 

the feature space.  

Suppose that we transform each sample 
ix  into a point ( )ixφ  in the new feature space 

[12, 13]. In that space, we again look for the linear discriminating function 

0( ) ( )T
g x w x wφ= +  
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and the dual form of the Lagrangian becomes 

1 1 1

1
( ) ( )

2

n n n
T

d i i j i j i j

i i j

L y y x xα α α φ φ
= = =

= −∑ ∑∑  

where, as previously, 1iy = ± , i=1,…,n, are class labels values and { }iα  are the Lagrange 

multipliers satisfying 

0 i Cα≤ ≤    
1

0
n

i i

i

yα
=

=∑  

for a given regularization parameter C. 

Notice that the only effect of the non-linear transformation on the problem is using the 

transformed vectors ( )ixφ  instead of ix , and more precisely, dL  relies only on calculating 

the dot product in the feature space instead of the input space. 

Suppose there exists a function ( , )i jk x x  (a kernel function) satisfying 

( , ) ( ) ( )T

i j i jk x x x xφ φ=  

then we can avoid computing the transformation ( )xφ  explicitly altogether and replace 

the dot product with ( , )i jk x x . In other words, we use a function that calculates the dot 

product of two vectors in the feature space, where the two vectors are given in the input 

space. The advantage of using such a kernel function is obvious - we do not need to 

specify or compute φ  explicitly. 

There are many types of kernels that can be used in a SVM. Acceptable kernels must be 

expressible as an inner product in some feature space. The methods of finding such 

kernels are beyond of the scope of this work. Two common kernels are the Polynomial 

kernel, (1 )T d

i jx x+ , and the Gaussian kernel, 
2

2exp( / )
i j

x x σ− −
 
. 
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Notice that when using the linear kernel (i.e., the simple dot product in the input space) 

one must provide only one parameter to the SVM algorithm – the ‘regularization’ factor. 

However, when using non linear kernels, more parameters must be provided, which may 

result in over-fitting.   

 

2.3 Random Forests 

2.3.1 Introduction 

A Random Forest [14] is a classifier that uses a collection of decision trees, each of 

which is a simple classifier learnt on a random sample from the data. The classification of 

a query example is done by majority voting of the decision trees. We first describe 

decision trees and then the Random Forest method.  

2.3.2 Decision trees 

 

Decision trees learning is a method for inferring a discrete-valued target function of the 

samples (in our case – the sample’s class). The model is represented by a decision tree. 

Assume temporarily, for simplicity, that the feature values are discrete. Each inner node 

in the tree specifies a test of some features of the sample. Each branch from that node 

corresponds to a possible range of values for these features. Each leaf corresponds to a 

class label. Samples are classified by going down the tree from the root to some leaf 

node, according to the branch conditions. Each path from the root to a particular leaf 

corresponds to conjunction of feature values, thus the tree itself constitutes a disjunction 

of these conjunctions. 

2.3.2.1 Basic decision tree construction algorithm 
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There are many algorithms for growing a decision tree. Most of them have a core 

mechanism that employs a top-down, greedy construction of the decision tree.  

The ID3 algorithm [15] is a good example of decision tree construction using a top-down 

approach. It begins by determining which feature should be tested at the root of the tree. 

This is done by evaluating each feature using a statistical test to examine how well it 

alone classifies the training samples. The best feature is selected to be tested at the root 

node of the tree. 

Then, a branch is made for each possible value of this feature (or, as we will see later – 

for some possible intervals for continuous values), and the training samples are sorted 

accordingly. The entire process is then repeated using the training samples associated 

with each child node. Only those training samples that have a value that matches the 

particular branch are taken into account when finding a candidate test-feature for the 

child node. When all features have been examined, a child leaf node is created with a 

class label equal to the majority label of all samples associated with the path to this leaf 

(or equal to one of the most common labels, randomly selected, in case of a tie). Note that 

this method performs a greedy search for the decision tree, and it never backtracks to 

reconsider earlier choices. 

 

2.3.2.2 Choosing the best feature 

 
As stated, the best feature under some criterion is chosen as the test at the root node, and 

later other features are chosen in the same way as roots of subtrees. Several optional 

criteria can be used. The ID3 algorithm uses the information gain measure, which 
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computes how well a given feature separates the training samples according to their class 

labels. To define it, we first introduce the entropy measure from information theory  

2

1

( ) log
c

i i

i

Entropy S p p
=

≡ −∑  

where c is the number of different classes (labels), and ip  is the proportion of S (the 

group of samples) belonging to class i. 

Notice that the entropy is 0 if all members of S belong to the same class. If all the classes 

contain an equal number of samples (
1

i
p

c
=  for all i) then the entropy of S is equal 

to 2log c , which equals the minimum number of bits needed to encode the classification 

of an arbitrary sample in S, when c is a power of 2. In the specific case where c=2, if both 

classes have the same number of samples then the entropy of S is equal to 1. This way, 

entropy gives us a measure of the impurity of the sample group. 

Now we can define the information gain measure. It is simply the expected reduction in 

entropy caused by partitioning the samples according to a particular feature. The 

information gain Gain(S, F) of a feature F, given a collection of samples S, is defined as 

( )

( , ) ( ) ( )v

v

v Values F

S
Gain S F Entropy S Entropy S

S∈

≡ − ∑  

where Values(F) is the set of all possible values for feature F, and 
vS is the subset of S 

consisting of samples for which feature F has the value v. Hence, Gain(S, F) is the 

information provided (the reduction in entropy) about the target function value (the class 

label), given the values of a particular feature F. 
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2.3.2.3 Over-fitting 

 
The ID3 algorithm aims to construct a tree that perfectly classifies the training samples. 

This strategy can easily lead to over-fitting, especially if the training set is small, where 

the tree structure can be highly sensitive to small changes in the data, as can be seen in 

Figure  2-4.  

 

 

Figure  2-4. Training data and associated (unpruned) trees. Consider the following n = 16 points in two 

dimensions for training a binary tree. If the single training point marked * were instead slightly lower 

(marked †), the resulting tree and decision regions would differ significantly. This figure is taken from 

[68]. 
 

Over-fitting is a significant practical difficulty for decision tree learning. There are 

several approaches to avoid over-fitting, and they can be grouped into two classes. The 

first class of approaches stop growing the tree before it reaches its full potential size. The 
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second class of approaches fully grow the trees (perhaps causing over-fit of the data), and 

then prune it. 

Although less direct, the pruning techniques have been found to be more useful [16], and 

a common implementation is to use a separate set of samples (validation set) to evaluate 

the benefit of pruning nodes from the tree. 

For example, we can consider each of the decision nodes as a candidate for pruning. 

Pruning it means removing the sub-tree rooted at that node, thus making it a leaf node. 

The assigned class-label of this node is the majority class in the training samples 

associated with that node. In this approach, nodes are removed when the resulting pruned 

tree performs no worse than the original tree over the validation set. This approach is 

called reduced-error pruning [17]. 

 

2.3.2.4 Continuous-valued features 

 
Until now, we assumed that features had only discrete values. In that case all tests in each 

node were of the form “does feature F equal to v?” When using continuous–valued 

features we need to re-define these tests. For example, the algorithm can dynamically 

create a new boolean feature 
cF  that is true if F c>  and false otherwise. The problem is 

to find this threshold. A possible way is to sort all samples according to feature F, and 

identify a threshold c that best partitions the samples according to their different class 

labels. The best partition can be chosen, e.g., by the information gain criterion. 
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2.3.3 Random Forest 

 
A random forest is an ensemble of many decision trees that were grown using a random 

process. To classify a new sample, each of the trees assigns a class to it and the majority 

class is selected [14]. 

2.3.3.1 Growing a single tree 

 
Given N training samples, each having M features, each tree is grown as follows: First, N 

instances are sampled at random (with replacement) from the training set. This sample is 

the training set of the tree. Then, at each node, m M<<  of the features are selected at 

random. The best split on these m features is used to branch at the node. The same value 

of m is used for all trees in the forest. Each tree is grown to the largest extent possible, 

without pruning. 

 

2.3.3.2 Error rate 

 
Breiman has shown in [14] that the error rate in classification is related to m. The optimal 

value of m can be estimated as follows: Recall that in the process of growing a single tree 

N samples are selected with replacement at random. This means that on average about a 

third of the samples were not used for training that tree. Moreover, it means that any 

sample i was not used for training in about a third of the trees in the forest and therefore 

can be used as a test sample for them. We can classify sample i using only these trees and 

thus get an error value for that sample. The average error value across all samples is the 

called out-of-bag error rate. 
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2.3.3.3 Forest size 

 
Although each individual tree grown by the Random Forest algorithm can severely over-

fit the data, the whole Random Forest is very resistant to over-fitting, owing to the effect 

of averaging over many different trees. In this respect, the larger the number of trees - the 

better. Furthermore, the generalization error converges almost surely to a limit value [14]. 

Therefore, one can run as many trees as one desires.  

 

 

2.4 Instance-based learning 

2.4.1 Introduction 

 

Most learning methods construct a general, explicit description or model of the target 

function as training samples are provided. Instance-based learning methods simply store 

the training samples. These samples might be pre-processed but no model is created. 

Generalizing beyond these samples is postponed until a new instance is to be classified. 

When a new query sample is introduced, its relationship to the stored training samples is 

examined in order to assign a target function value for the new instance. More precisely, 

a set of similar training instances is retrieved and used to classify the new query instance. 

Because of this delayed processing, instance-based methods are sometimes referred to as 

“lazy” learning methods.  

 The “laziness” has some advantages [16]. They can construct a different approximation 

to the target function for each distinct query instance. Moreover, many techniques 

construct only a local approximation to the target function, which applies in the 

neighborhood of the new query instance, in contrast to constructing a single 
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approximation designed to perform well over the entire instance space. This has 

significant advantages when the classifying function is very complex, but can still be 

described by a collection of less complex local approximations. 

Instance-based approaches have two main disadvantages. First, nearly all computation 

takes place at classification time, and thus, the computational cost of classifying new 

instances can be high. Therefore, techniques for efficiently indexing the training 

examples are an important practical issue in reducing the computation required at 

prediction time. The second disadvantage is that instance-based methods typically 

consider all features of the samples when attempting to retrieve similar training examples 

from memory. If the target concept depends only on a few of them, then the instances that 

are truly most “similar” may appear as relatively distant in that high dimensional space. 

2.4.2 K-Nearest Neighbor learning 

 

The most basic instance-based algorithm is the k-Nearest Neighbor (KNN) algorithm [18, 

19]. It assumes all instances correspond to points in the n-dimensional space R
n
. The 

distance between instances is usually taken as the Euclidean distance, i.e., if an instance 

ix  is >=< n

iiii xxxx ,...,, 21 , where r

ix  denotes the value of the r-th feature of instance 
ix , 

then the distance between two instances xi and xj is ∑
=

−=
n

r

r

j

r

iji xxxxd
1

2)(),( . Other 

distance metrics can be used as well. 
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In this thesis we only consider discrete-valued target functions (classes) of the form f: R
n
 

� Ω , where Ω  is the finite set },...,{ 1 sωω . As we will see, there is no difference when 

using KNN for two-class classification or for multi-class classification. 

 

The k-Nearest Neighbor algorithm [16] assigns a query sample to the class that has a 

maximum number of representatives among the k training samples closest to it. Ties are 

usually broken at random. If k = 1 then the kNN algorithm assigns the query to the class 

of the nearest training sample. Figure  2-5 illustrates the kNN algorithm. In this example 

the samples are points in the two-dimensional plane. The target function has a boolean 

value “– “or “+” (false and true, respectively). The query point xq (sample) is shown in 

the center. If we are to use 1-Nearest Neighbor algorithm then xq will be classified as 

negative. However, if we use 5-Nearest Neighbor algorithm then xq will be classified as 

positive. 
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Figure  2-5. The kNN algorithm. Given the query point 
qx , the k=5 closest  points are determined, and the 

class having a majority among  them (class ‘+’ in this specific case) is assigned to the query. This figure is 

taken from [16], with some modifications. 

 

 

This example introduces the problem of choosing k – the number of relevant neighbors. 

Although there is no rule for that, a common way (which was also used in this work) is to 

select k among several possible values using cross validation on the training samples. 

This way, each selection of k will lead to a different error estimation and the particular k 

that had the lowest error estimation on the training set is chosen. 

 

2.4.2.1 Distance-Weighted Nearest Neighbor algorithm 

 

One variant of the kNN algorithm is the Distance-Weighted Nearest Neighbor algorithm. 

The contribution of each of the k nearest neighbors is multiplied by a weight factor, 
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according to its distance from the query point qx . A common weight factor of a neighbor 

is the inverse square of its distance from
qx . Thus, the classification rule will be 

^

1

( ) ( , ( ))arg max
k

q i i

iv V

f x w v f xδ
=∈

= ∑  

where ( )if x  is the known class label of 
ix , ( , ) 1a bδ =  if a b=  and ( , ) 0a bδ =  

otherwise, 
1, ..., kx x  are the k closest points to 

qx  and 

2

1

( , )
i

q i

w
d x x

≡  

 

 

2.5 Bayesian learning 

2.5.1 Introduction 

 

 Bayesian learning [19] is a probabilistic approach to classification that provides a 

quantitative method for weighing the evidence supporting different hypotheses using 

probability distributions together with observed data. As a result, it has several 

advantages. First, it provides a flexible approach to learning, since each observed training 

sample can decrease or increase the estimated probability that a particular hypothesis is 

correct, but does not completely eliminate the hypothesis. A second advantage of 

Bayesian learning is that it can output probabilistic hypotheses, e.g., “the patient has 90% 

chance of not developing metastasis”. This is in contrast with many classifiers that either 

just output a single most likely prediction, usually with some score that is not easily 

interpretable. Other advantages include the ability to combine prior knowledge (e.g., use 
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different prior probability for each candidate hypothesis), and to combine multiple 

hypotheses by weighing their probabilities. One practical difficulty is that these methods 

typically require initial knowledge of many probabilities. In case these probabilities are 

not known, they are usually estimated based on background knowledge and the given 

training data.  

   

2.5.2 Bayes Theorem and maximum likelihood  

 
A common problem in machine learning is determining the best hypothesis h from some 

space H, given the observed data D. The best hypothesis is defined as the most probable 

hypothesis, given the data D and any prior knowledge, or, more precisely, the hypothesis 

that would make the most probable classification given the data D and any prior 

information about the probabilities of the various hypotheses in H.  

Bayes Theorem provides a direct way for calculating such probabilities. Bayes Theorem 

is  

( | ) ( )
( | )

( )

P D h P h
P h D

P D
=  

where ( )P h  is the initial probability that h holds, before we observed the  data (the prior 

probability of h). It may reflect any background knowledge about h. ( )P D denotes the 

prior probability that data D will be observed.  ( | )P D h  denotes the probability to 

observe  data D given that hypothesis h holds. ( | )P h D  denotes the probability that h 

holds given the observed data D – and this is the quantity we are looking for. ( | )P h D  

also called the posterior probability of h. 
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In many learning applications the goal is to find the most probable hypothesis 

h H∈ given the observed data D. This hypothesis is called a maximum a posteriori 

(MAP) hypothesis, and it is defined as follows 

( | ) ( )
arg max ( | ) arg max arg max ( | ) ( )

( )
MAP

h H h H h H

P D h P h
h P h D P D h P h

P D∈ ∈ ∈

≡ = =  

The term ( )P D  is dropped in the final step as it is typically a constant independent of h. 

If we assume that every hypothesis in H is equally probable a priori, then we can further 

simplify the equation and only maximize the term ( | )P D h . This term is called the 

likelihood of the data D given h. The hypothesis h that maximizes ( | )P D h  is called 

maximum likelihood (ML) hypothesis MLh . Therefore, when all ih -s are equally probable 

a priori, 
MLh  is defined as  

arg max ( | )ML
h H

h P D h
∈

=  

 

2.5.3 The Naïve Bayes Classifier 

 

Denote the set of possible classes by Ω  (e.g., },{ 21 ωω=Ω  for the binary classification 

problem). Denote the query x  described by the vector of feature values >< n
xxx ,...,,

21 . 

The most probable hypothesis that we wish to find is actually the most probable class 
iω  

of the query instance. Therefore, we would like to find the most probable class 

(hypothesis), given the query instance (data): 

),...,,|(maxarg
21 n

iMAP xxxPv
i

ω
ω Ω∈

=  
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Using Bayes theorem we can now rewrite this expression 

)()|,...,,(maxarg
),...,,(

)()|,...,,(
maxarg 21

21

21

ii

n

n

ii

n

MAP
PxxxP

xxxP

PxxxP
v

ii

ωω
ωω

ωω Ω∈Ω∈

==  

It is easy to estimate )( iP ω  by simply counting the frequency with which each target 

value 
iω  occurs in the training set. However, estimating )|,...,,(

21

i

n
xxxP ω  by counting 

is not feasible unless we have a huge training set, as we need to observe every possible 

feature values combination >< nxxx ,...,, 21  many times to obtain reliable estimates. 

The naïve Bayes classifier estimates this term by assuming that the feature values are 

conditionally independent given the target value, i.e., 

∏= j i

j

i

n
xPxxxP )|()|,...,,( 21 ωω . Thus, the naïve Bayes classification rule is simply 

∏
Ω∈

=
j i

j

iNB xPPv
i

)|()(maxarg ωω
ω

 

The training step is the estimation of the various )( iP ω  and )|( i

j
xP ω , based on their 

frequencies over the training data [16]. 

 

2.5.4 Practical issues with Naïve Bayes classifiers 

2.5.4.1 Continuous features 

 

In the Naïve Bayes algorithm, the relevant probabilities for the classes are found based on 

their frequencies over the training data. While this is a simple task when dealing with 

discrete features, it is more complicated when the features attain continuous values. A 

simple but effective way of incorporating continuous features in Naïve Bayes classifier is 
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by discretizing them. Discretization can be unsupervised (i.e., a fixed partition into bins) 

or supervised (i.e., binning using information in training data). 

A simple example of supervised discertization of the data is as follows. First, for each 

feature, its average value (or median) in the training set is computed. Then, every 

continuous feature value is replaced with zero if the value is lower than the average, 

otherwise it is replaced with one. Now the learning phase (i.e., extracting all relevant 

probabilities) can be done. In the prediction phase each feature value of the query sample 

is discretized in the same fashion and the Bayes classification rule can be applied.   

2.5.4.2 Estimating probabilities 

 
If a certain combination of a class and feature values never occurs in the training set, then 

its frequency-based probability estimate will be zero. This is problematic since it will 

reset to zero all information in the other probabilities when they are multiplied. Poor 

estimation occurs also when the number of observations of a particular value 
ia  of a 

feature is small. In other words, we estimate )|( i

j
xP ω  by the fraction c

n

n
, where n is 

the total number of training samples the belong to class 
iω , and 

cn  is the number of these 

for which feature j equals 
i

a . When 
c

n  is very small, this fraction provides a poor 

estimation, and when 
cn  is zero it will reset to zero every prediction for a query sample 

having feature i equals to ia .  

To overcome these difficulties, and make sure that no probability is ever set to be exactly 

zero, a small-sample correction of all probability estimates is often used. One such 

correction is the m-estimate [20] defined as 
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c
n mp

n m

+

+
 

where p is the prior estimate of the probability we wish to calculate, and m is a constant 

that determines how to weight p  relative to the observed data. A typical choice of p , 

when we have no other information, is to assume a uniform distribution, i.e., if a feature 

has k possible values, then p =
1

k
. 

The m-estimate can be interpreted as expanding the n  actual samples by additional 

m ’virtual’ samples distributed according to p . Notice that in the limit, as the number of 

samples grows, this estimate converges to the simple estimate  cn

n   
. 

 

2.6 Feature selection and extraction 

2.6.1 Introduction 

 

 Often, samples have many features (i.e., they are represented as vectors in a high-

dimensional space). The tasks of feature selection and feature extraction is to reduce the 

dimension of the data as much as possible while still retaining as much information 

relevant for the task at hand [11]. There are many reasons to perform such dimension 

reduction. It may remove redundant or irrelevant information and thus yield a better 

classification performance; subsequent analysis of the classification results is easier; low 

dimension results may be visualized, and thus enable better understanding.  

There are two main ways to achieve dimension reduction for classification problems. The 

first way is to identify (by some criterion) those features that contribute most to the class 
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separability. For example, one may select d features out of all the given features, using 

some method of ranking (the univariate approach) or optimizing a criterion function (the 

multivariate approach), that will most contribute to the classification task. This strategy is 

termed feature selection. The other way is to find a transformation (linear or nonlinear) 

from the original high-dimensional input space to a lower dimensional feature space. This 

approach is termed feature extraction. This transformation may again be supervised or 

unsupervised. In the supervised case, the task is to find the transformation for which a 

particular criterion of class separability is maximized. 

 

2.6.2 Feature Selection 

 

The feature selection problem is defined as follows: “given a set of k measurements 

(features) on n labeled samples, what is the best subset of d features that contribute most 

to class discrimination?” The number of possible such subsets is 
)!(!

!

dkd

k

−
, which can 

be very large even for moderate values of k and d. Therefore, one resorts to various 

heuristics for searching through the space of possible features.  

There are many strategies for feature selection. For example, one can define an objective 

function, e.g., one that measures accuracy on a fixed held out set, and use sequential 

forward or backward selection. A sequential forward selection (SFS) is a bottom-up 

search where new features are added to a feature set one at a time. At each stage, the 

chosen feature is one that, when added to the current set, maximizes the objective. The 

feature set is initially empty. The algorithm terminates when the best remaining feature 

worsens the objective, or when the desired number of features is reached. The main 
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disadvantage of this method is that it does not delete features from the feature set once 

they have been chosen. As new features are found in a sequential, greedy way, there is no 

guarantee that they should belong in the final set. 

Sequential backward selection (SBS) is the top-down analog of SFS: Features are deleted 

one at a time until d features remain. This procedure has the disadvantage over SFS that it 

is computationally more demanding, since the objective function is evaluated over larger 

sets of variables. 

 

2.6.2.1 Feature Selection classes 

 

Feature selection techniques can be organized into three categories, depending on the 

way they combine the feature selection search with the construction of the classification 

model: filter methods, wrapper methods, and embedded methods [1]. 

Filter methods choose the d best individual features, by first ranking the features by some 

‘informativeness’ criterion [1], for example, using their Pearson Correlation with the 

target. Then, the top d features are selected. Afterwards, this subset of features is 

presented as input to the classification algorithm.  

Wrapper methods [1] use a search procedure in the space of possible feature subsets 

using some search strategy  such as  SFS or SBS, and various subsets of features are 

generated and evaluated. The evaluation of a specific subset of features is obtained by 

training and testing a specific classification model. In other words, the search for the 

desired feature subset is “wrapped” around a specific classifier and training algorithm. 
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In embedded methods [1] the search for an optimal subset of features is built into the 

classifier construction. Features are selected as a part of the building of the particular 

classifier, in contrast to the wrapper approach, where a classification model is used to 

evaluate a feature subset that is selected without using the classifier. The embedded and 

wrapper approaches are specific to a given classifier. 

As the filter approach is the more common one [1], our study will focus on several filter 

methods.  

2.6.2.2 Filters 

 

In this section we will introduce four different common filter methods for feature 

selection. 

2.6.2.2.1 Pearson Correlation Coefficient 

 

The Pearson correlation coefficient is computed between each feature vector x  (where 

each entry represents its value in a particular sample) and the class vector y  (having only 

two values, e.g., “1” and “2”, to identify the class label). Pearson correlation coefficient 

between two variables x and y sampled n times is defined as  

1

( )( )

( 1)

n

i i

i

xy

x y

x x y y

r
n s s

=

− −

=
−

∑
 

where x  and y  are the sample means of x  and y , 
xs  and 

ys  are the sample standard 

deviations of  x  and y , and n  is the number of samples. 

The d features that yield the highest scores are selected. Pearson correlation is commonly 

used in the analysis of microarrays [21]. 
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2.6.2.2.2  T-test  

 
Those features whose measures are significantly different between the two classes of 

samples are candidates for selection [22]. A simple t-test statistic [23] can be applied to 

measure the statistical significance of a difference of a particular feature between the two 

classes. Then, those d genes with the largest t-statistic (or, equivalently, the lowest p-

values) are selected. In this work we use a modified form of the t-statistic, known as the 

Welch test [23], as the feature values in the two classes may have different variance. 

Welch test is defined as 

1 2

2 2

1 2

1 2

( ) ( )

( ) ( )

f f
t

s f s f

n n

µ µ−
=

+

 

where ( )i fµ , ( )is f  and 
in  are the mean, standard deviation and sample size in class 

i=1,2 of feature f in the training set.  

2.6.2.2.3 Golub criterion 

 

This filter was introduced in [24]. Let ( )i fµ  and ( )is f  be defined as above. Then, PS is 

defined as 

1 2

1 2

( ) ( )
( )

( ) ( )

f f
PS f

s f s f

µ µ−
=

+
 

Features with larger PS are more informative. Hence, this filter selects those k features 

with the largest PS. 

2.6.2.2.4 Mutual information 
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Mutual information I(X, Y) measures the mutual dependence between two random 

variables X and Y [25]. It compares the observed joint distribution and what the joint 

distribution would be if X and Y were independent. The mutual information of two 

discrete random variables X and Y is defined as 

( , )
( , ) ( , ) log( )

( ) ( )y Y x X

p x y
I X Y p x y

p x p y∈ ∈

=∑∑
 

The needed probabilities are calculated by extracting relevant frequencies from the 

training set. Thus, I(X, Y) =0 if and only if X and Y are independent. Mutual information 

is calculated between each feature vector and the class vector. Of course, since the 

probability distributions p(x), p(y), and p(x,y) are usually not known, they must somehow 

be modeled or estimated. For example, when feature values are continuous one may 

resort to discretizing them by binning the values. 

 

2.6.3 Linear feature extraction 

 

The methods described in the previous section select those features that contain the most 

discriminatory information by some criterion. In feature extraction, all available features 

are used, and the original data are transformed into a low dimensional space. Thus, the 

original features are replaced by a smaller set of extracted features in the new space. 

Both feature selection and feature extraction reduce the dimension of the data and aim to 

provide a more relevant set of features for a classifier. In many cases, feature extraction 

can reduce redundancy better, reveal meaningful behavior of data, and thus lead to 

greater understanding of processes. In this section the focus will be on linear feature 

extraction, and specifically Partial Least Squares methods. 
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2.6.3.1 Partial Least Squares 

 

Partial Least Squares (PLS) is a broad class of methods for modeling relations between 

sets of observed features by means of latent variables called components [26]. It is an 

iterative method that finds the relationship between a two-dimensional sample× feature 

matrix X and the class vector y of the samples (in its most general form, PLS models 

relations between two matrices, but we shall present first the version where the second 

matrix is a vector, which is relevant to classification). PLS was developed by Herman 

Wold and coworkers [2-4]. 

2.6.3.1.1 Notation 

 

For reference and consistency, we shall use the following notation in this section. 

 

v  vector 

v  mean of vector v  (a scalar) 

M matrix 

~ estimated value of a parameter, or a predicted variable 

i
 variable in the i-th iteration of PLS 

a number of desired components 

n number of samples 

k number of features 
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m number of target functions that we wish to predict (If we wish only to predict the 

class label then 1m = ) 

X n×k data matrix (specific matrix X) 

y  vector of n entries (specific vector y ) 

[ ]x j  column j of matrix X (vector of length n) 

 

2.6.3.1.2 The basic algorithm 

 

The basic goal of PLS is to obtain a low dimensional approximation of a n k×  matrix X 

such that the approximation will be ‘as close as possible’ to an 1n×  vector y . The 

simplest approximation is one dimensional: One seeks a 1k ×  vector w  such that 1w =  

and cov( , )Xw y  is maximal. Xw  is called the component of X  with respect to y , and 

denoted by t . The approximation error is defined as T
E X tp= −  where p  is a 1k ×  

vector minimizing TX t p− . Similarly, the approximation error of y  is defined as 

f y q t= − , where q  is a scalar minimizing y q t− . p  and q  are called the loadings 

of t  with respect to X  and y , respectively. 

The same process can be repeated iteratively by taking  

0

0

X X

y y

=

=
  ;   

1

1

X E

y f

=

=
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Hence, in the second iteration, a second component of X  with respect to y , is computed, 

new approximation errors are obtained, which later can be used to compute the third 

component, etc. 

The substitution of X  and y  by their approximation errors is called deflation. The 

desired number of components (hence, iterations) a is given to the algorithm as input. 

 

This variant of PLS is called PLS1. The exact way of computing the approximations and 

the residuals defines the different variants of PLS [27]. 

 

2.6.3.1.3 PLS variants 

 

PLS Mode A 

This variant deals with the general case where both X and Y are matrices. Hence, X is 

defined as before, and Y is a n m×  matrix, i.e., there are several target functions we wish 

to simultaneously infer. In each iteration of PLS Mode A it seeks two weight vectors: a 

1k ×  vector w , and an 1m×  vector c  that maximize cov( , )Xw Yc , such that 

1w c= = . In this approach X and Y matrices are approximated using different 

components, thus the approximation errors are 

T
E X t p= − ;  T

F Y u l= −  

where t  and p are as defined before, u Yc= , and l  is an 1m×  vector found in a similar 

way to p , i.e., by minimizing TY u l− . Then, these approximation errors, also called 

approximations residuals, are passed to the next iteration as the new X and Y matrices. 
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This approach was originally designed by Herman Wold [28] to model the relations 

between different blocks of data. This process treats X  and Y   symmetrically and seems 

to be more appropriate for modeling existing relations between the blocks than for 

prediction purposes [27]. 

 

PLS2 

PLS2 is the multidimensional version of PLS1, i.e., y  is no longer a vector but rather a 

matrix Y. Both PLS1 and PLS2 are used as regression methods and are the most 

frequently used PLS approaches. 

In contrast to PLS Mode A, the PLS1 and PLS2 approaches are asymmetric, i.e., they use 

only one type of components (
1{ }a

i it = ) for the approximations. PLS1 and PLS2 find the 

1{ }a

i it =  components of matrix X, and use them to approximate both matrices X and Y using 

the formulas T
E X tp= −  and T

F Y t q= −  (or f y t q= − for PLS1 mode). This 

iterative procedure guarantees mutual orthogonality of the extracted components 
1{ }a

i it =  

[29] 

 

PLS-SB 

In the above variants of PLS, the 
1{ }a

i it =  components were calculated iteratively, by 

finding the relevant weight vector w  on each iteration. It can be shown that the weight 

vector w  can also be found by finding the first eigenvector of T TX YY X , i.e., by solving 

the system  
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T T
X YY Xw wλ=  

PLS-SB variant deals with the problem of finding approximations to all the w  vectors at 

once by solving eigenvectors equations of the form above [29-31]. In contrast to PLS1 

and PLS2, the extracted components 1
{ }a

i i
t =  are in general not mutually orthogonal. 

 

SIMPLS 

This method was introduced in [32] and basically is avoiding the deflation steps at each 

iteration of PLS1 and PLS2. It directly finds the weight vectors 
1{ }a

i iw = , which are then 

applied on the original, undeflated X  matrix to obtain the components 
1

{ }a

i i
t =  (and 

therefore the 
1{ }a

i iw =  vectors are different from the previously found weight vectors, 

which were applied to the deflated X  matrices). The mutual orthogonality of the 

extracted components 
1

{ }a

i i
t =  is kept in this form. 

 

As we use the PLS1 form in this work, its more detailed mechanism is explained in the 

next section. 

2.6.3.1.4 Classification with PLS1 Algorithm 

 

The use of PLS1 in classification is done in two parts – learning and prediction. In the 

learning part PLS1 extracts the 
1

{ }a

i i
t =  components, by finding the weight vectors 

1{ }a

i iw = . 

These components are used to approximate the X matrix (expression matrix) and the 

y vector (class label vector).  
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In the prediction part the 1{ }a

i it =  components are extracted from the query sample z  using 

the weight vectors 
1{ }a

i iw =  found in the learning phase. Together with the loadings 1{ }a

i ip =  

and 
1{ }a

i iq =  found earlier, PLS1 can then estimate the value of
zy% , i.e. the estimated value 

of the class label of the query sample.  

It should be emphasized that PLS1 is designed for regression, and as such it does not 

predict the query sample’s class. However, for binary classification problem one can 

represent the class variable by as a numeric variable with two possible values, typically 0 

and 1.  In such representation PLS1 can output, for example,  “0.92” as the query 

sample’s approximated class label. 

The detailed algorithm is given as follows [33]: 

 

Learning 

1. From each column j of the matrix X and vector y , subtract their mean ( [ ]x j  and 

y , respectively). Call the resulting arrays 0X and 0y , respectively. 

2. For 1,...,i a=  do the following: 

a. Find a weight vector 
iw%  that maximizes the covariance between the linear 

combination 
1i iX w−
%  and 

1iy −  under the constraints that 1T

i iw w =% % . This 

corresponds to finding a unit vector 
iw%  that maximizes

1 1

T T

i i iw X y− −
% , the 

scaled covariance between 
1iX − and

1iy − . The solution is 
1 1

T

a i iw cX y− −=%  
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where c is the scaling factor that makes the length of aw%  equal to one, i.e., 

1

2
1 1 1 1( )T T

i i i ic y X X y
−

− − − −= . 

b. Calculate the component 
1i i it X w−=% % . 

c. Estimate the regression coefficients 
ip  by finding the Least Squares (LS) 

approximation of 1

T

ii i
X t p E− = +% . Thus, 1

T

ii
i T

i i

X t
p

t t

−=
%

%
% %

. 

d. Estimate the regression coefficient 
iq by finding the LS approximation 

of
1 ii iy t q f− = +% . Thus, 

1

T

ii

i T

i i

y t
q

t t

−
=

%

%
% %

. 

e. Compute X and y  approximation residuals by subtracting their 

estimations: 

1

1

T

ii i

ii i

E X t p

f y t q

−

−

= −

= −

% % %

% % %

 

f. Replace the former 
1iX − and 

1iy −  with the new residuals E% and f% , and 

continue with the next iteration, i.e. 

i=i+1

i

i

X E

y f

=

=

%

%  
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The complexity of each iteration is ( )O n k× , as this is the complexity of 

calculations of matrix products needed for the component construction. Therefore, 

The total complexity of the learning stage is ( )O a n k× × . 

 

Prediction  

1. Given , a 1k ×  query instance z , subtract from each feature the mean value of 

that particular feature found in the learning step. Denote the resulting vector by 

0z . 

2. For 1,...,i a= , perform the following steps: 

a. Using 
iw% , calculate new 

1

T

i i it z w−=% % . 

b. Using 
ip% , compute new residual 

1i i i iz z t p−= − % %  

3. Using y , and using 
1{ }a

s sq =
% , predict the target function value of the query sample 

z  by 

1

tf ( )
a

s s

s

z y t q
=

= +∑ % %  

4. Determine the inferred class by rounding tf ( )z . 

The prediction stage is similar to the learning stage - 
1{ }a

i it =  components are calculated 

using the 
1{ }a

i iw =  weight vectors found earlier. However, now, we are only dealing with 

only one sample ( z ), and not with a group of samples as in the learning stage. Therefore, 

each calculated component is actually a scalar (as a linear combination of features from 
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one sample yields a single number). Because of that, in each iteration we have ( )O k  

calculations, and the overall complexity of this step is ( )O a k× . 
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3 SlimPLS 

Ranking-based filters utilize a univariate approach when selecting features. In some cases 

they can produce reasonable feature sets, especially if the features in the original set are 

uncorrelated. However, since the method ignores multivariate relationships, the chosen 

feature set will be suboptimal when the features of the original set are highly correlated: 

Some of the features will add little discriminatory power, although ranked relatively high 

[1, 11]. In these cases it is sometimes better to combine a more predictive feature (having 

a high rank according to some criterion) with some less predictive ones that correlate less 

with it. This way, the added features will be able to better ‘explain’ unexplained (or 

residual) 'behavior' of the samples than when using only top-scoring features. Moreover, 

in some cases the individual features are not highly predictive, but when combined 

together they gain predictive power. See Figure  3-1 for example. 
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Figure  3-1.  Example of synergy between two genes. The plot shows the expressions of genes Hsa.9025 
and Hsa.1221 from a colon cancer dataset [34]. White dots represent sick patients and black dots normal 

controls. The combination of the two genes clearly distinguishes the two conditions, while the individual 

genes do not. This figure is taken from [35]. 

 

PLS is a good candidate for overcoming these problems, due to several reasons: 

1. The PLS components are orthogonal and uncorrelated.  

2. Each component tries to approximate the residual (or error) left after using all former 

components. 

However, the method – in its original form – uses all the features without selection. Each 

component is constructed by a linear combination of all features using the weight vector 

w. By manipulating this vector, we can use PLS for feature selection or feature 

extraction, as will be described below. This way, we will choose only the most relevant 

features from each component before advancing to the next component. We call this 

technique SlimPLS. 
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3.1 Considerations in applying PLS for feature selection 

 

The application of PLS for feature selection requires several decisions: 

 

1. How many features should be selected? The performance of classification and feature 

selection methods depends, among other things, on the number of features that are 

selected. Too few features will not have enough classification power, while too many 

features may add noise and cause overfitting. Our analysis (see Section 4.3.1) showed 

clear improvement in performance when increasing the number of related features 

from 20 to 50, but no clear improvement when increasing the number of features 

beyond 50. Therefore, we used 20 and 50 feature configuration in our studies. 

2. How many components of the PLS algorithm should be used? Typically, components 

computed at later iterations are much less predictive than former ones, as they 

approximate the residual of the residual etc., but one should determine the best 

number of components to use via some principled method. 

3. How many features should be selected from each component? Exactly how should 

they be selected? 

4. Should one use the selected features themselves as the output of the process, or 

perhaps use the extracted PLS component (a linear combination of the selected 

original features) as the output? 

 

We considered several possible answers to each question, and tested systematically 

algorithm variants implementing combinations of such choices. 

 



 58

3.2 The number of components and the number of features per 

component 

 

We studied two possible approaches to partitioning the number of features across the PLS 

components.  

 

a) A constant partition approach (named CONST): Prespecify the number of total 

features x sought and the number of features from each component y. We denote such 

variant by x-y. For example, CONST-50-10 chooses a total of 50 features, 10 features 

from each component, thus iterating over five components; CONST-50-25 uses two 

components, selecting 25 features from each one; CONST-50-50 uses one component 

and chooses all features from it.  

 

b) A dynamic partition approach based on computing p-values (named PVAL): This 

approach selects the number of components and the number of features from each 

component according to the properties of each component. A correlation coefficient is 

computed between each component and the original label vector (the y  vector) and a 

p-value for that correlation is calculated [23]. Components participate in the feature 

selection only if they achieve p-values lower than a given threshold θ . Then, 

according to the distribution of the magnitudes of the p-values (-log (p-value)) of the 

relevant components, the numbers of the features taken from each component are 

determined. 

For example, suppose the threshold θ  is set to 5×10
-3

, and p-values for the correlation 

between the first ten components and the original label vector are calculated. The first 
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component has a p-value of 1.7×10
-12

, the second has 5.2×10
-5

, the third one 0.02, and 

all other components have p-values larger than 0.02. Since only the first two 

components have p-values smaller than the given threshold, features will be selected 

using only these components. Now, we have to decide how many features will be 

selected from each component. Beginning with the pair of p-values (1.7×10-12, 

5.2×10-5) we calculate the –log (p-value): (11.77, 4.28). Then, we divide each score 

by the sum of all scores (11.77 + 4.28), to get the relevant proportions - (0.73, 0.27). 

The number of features is selected from each component according to these 

proportions. For example, if we wish to select 50 genes, then 37 will be chosen from 

the first component and 13 from the second. 

 

After selecting the desired number of features from a particular component, we modify 

the original weight vector w  by putting zeroes in all entries other than the selected 

features and then re-normalizing w . This way a modified component is constructed 

(using the modified w  vector) instead of the original component. Approximations to the 

X matrix and the y  vector are computed using this new component, and then continuing 

to the next iteration, as in the original PLS algorithm. 

 

3.3 Selecting features from a component 

 

After finding the number of components and the number of features per component we 

need to find the features themselves. We studied two possible approaches. 
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a) Pick the top features in each component (variant HIGH): If we are to choose k 

features from a given component, we simply pick the k features that have the largest 

absolute weights in the weight vector w  calculated for that component.  

b) A hill-climbing improvement approach (variant HC): Use the group of features 

obtained in (a) as a base group, and begin a search using hill climbing [36] for a 

group of features of the same size that yield a lower approximation error 

( TE X t p= − , where t  is the constructed component using the selected group of 

features, and p is its loading) of the current y  vector by this component. At each step 

of hill climbing, we randomly look for a better group of features, constructed by 

replacing one feature that currently belongs to the group by another feature that does 

not. The first switch that yields a lower approximation residual is chosen. This 

procedure ends when no improvement is found after given number of times (we used 

the number 50 in this study). The search is done separately for each component.  

 

3.4 Feature selection and feature extraction 

 

After finding the desired features in each component we can use them in two ways:  

a) Use the selected features as the output. This approach is called TOP.  

b) Use the components as extracted features: In each component use the selected 

features to modify the original weight vector w  of that component, putting zeroes in 

all entries other than entries that belong to the selected features and then normalizing 

w . The constructed modified components are the output. Hence, these components 

are the new extracted features, and each of them is a linear combination of some 
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original features. The total number of original features used is still as prescribed. In 

this approach the number of extracted features is the number of iterated PLS 

components. This approach is called TCOMP.  

For examples, 50-HC-TCOMP-5×10-2 selects 50 features. The number of components 

and number of features in each component are selected using the PVAL approach 

with a threshold of 5×10
-2

. Finally, this variant returns the modified components as 

the new extracted features. 

 

Table  3-1 summarizes the different SlimPLS variants described in Section  3.2 through 

Section  3.4.  

Family Feature Selector Description 

CONST High-K-L-TOP Select the L top features from each component 

CONST 

 

High-K-L-TCOMP As above, but use the modified components as the extracted 
features 

CONST HC-K-L-TOP Select  L features from each component by hill climbing 
from the L top ones 

CONST HC-K-L-TCOMP As above, but use the modified components as the extracted 
features 

HIGH-
PVAL 

K-High-TOP-p Select  only components that show correlation p-value < p 

with the label vector; select the no. of features from each 
component according to their relative p-values 

HIGH-
PVAL 

K-High-TCOMP-p As above, but use the modified components as the extracted 
features 

HC-
PVAL 

K- HC-TOP-p Select  only components that show correlation p-value < p 

with the label vector; select the no. of features from each 

component according to their relative p-values; Improve by 
hill climbing;  

HC-
PVAL 

K-HC-TCOMP-p As above, but use the modified components as the extracted 
features 

Table  3-1.  A summary of the SlimPLS variants and their properties. In all variants, the parameter K refers 

to the total number of features used. (In most tests below, K was set to 50 and the parameter is omitted 
from the feature selector’s name). 
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3.5 Classification using PLS – prior studies 

 

The concept of using PLS for classification is not new. There are several studies that 

constructed classifiers using PLS. In [37] the authors construct a classification procedure 

that involves dimension reduction using PLS and then classification using Logistic 

Discrimination (LD) and Quadratic Discrimination Analysis (QDA), which use the 

constructed components of PLS as the new extracted features. In addition, not all the 

genes are used for the construction of the components, but only a smaller sample is 

selected using t-test. In [67] the authors extend this two-step procedure to support 

multiclass classification. In [38] a two-class classification using PLS and penalized 

regression is described. First, q PLS components are constructed and a linear regression 

is built using the components. Then, using a penalizing procedure, only those genes that 

have coefficients larger than some threshold λ  are kept. Both q and λ  are determined in 

cross validation. The classification itself is made using the penalized linear regression. A 

similar procedure is done in [39] in order to combine information from two different 

datasets of gene expression (aiming to measure of the same phenotype) in order to 

achieve better classification.  

The combination of PLS and linear regression techniques is further studied in [40]. In 

[41] a classification using PLS with penalized logistic regression is described. In this 

study different variants of PLS were studied resulting several variants of classifiers. This 

study, similarly to [37], usually used t-test filter before applying PLS. The discriminating 

abilities of PLS is studied in [42]. This study shows connection between PLS and Linear 

Discriminant Analysis in terms of classification. In addition, nonlinear extensions of PLS 
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were also published as kernel methods (e.g., [43, 44]), and their use together with SVM is 

described in [45].   

All the above studies used PLS for classification, and when feature selection was 

involved, it was implicitly used. For example, in [38], where a penalizing process is 

applied to reduce the number of genes, the threshold parameter λ , which implicitly 

determines the number of features, is found using cross validation. Again, the goal in [38] 

is to construct a classifier rather than a feature selection technique that can be used with 

different classifiers.  

For this reason, the SlimPLS method is novel in the sense it is dedicated to feature 

selection and does not propose a new classification procedure. As a result, it can be used 

with different classifiers, as a pre-process procedure. We shall use this fact in order to 

evaluate the performance of SlimPLS with different classifiers. For this reason, we shall 

compare the SlimPLS variants to other feature selection methods, and not to the PLS 

based classification methods mentioned above. 

 

3.6 Implementation 

Datasets were collected and stored as tab-delimited files of two-dimensional matrices of 

features (genes) and samples (a single file for each dataset). We used the R package [46] 

for the implementation of the SlimPLS methods, and used publicly available packages for 

the classifiers implementation (e1701 [47] for SVM and Naïve Bayes, class [47, 48] for 

KNN, and randomForest [47, 49] for Random Forest). When running linear SVM, we 

used the grid 1 2 3 4{10 ,1,10,10 ,10 ,10 }−  of possible scores to find C . The Random Forest 

procedure was run with 1500 trees and m M= . When running KNN, we used the grid 
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{1,3,5,7} of possible number of neighbors to find k. When using the mutual information 

filter we used ten equal-sized bins. 

 

The implementation of the original PLS algorithm was done according Section  2.6.3.1.4, 

which is taken from [33]. The main function gets as an input the configuration file (tab-

delimited) of the desired tests (which classifiers, feature selection techniques and datasets 

to use) and invokes the appropriate functions.  

The main consideration of the implementation was the ability to monitor and continue 

long runs even if they are stopped in the middle. Therefore, files are written to the hard 

drive at several points in each iteration, which slows down the implementation.  

The tests were done on three different platforms:  

1. Windows XP, Intel Pentium 4 CPU, 3.00GHz, 2GB of RAM 

2. Linux, Intel Xeon 5160 CPU, 3.00GHz, 4 GB of RAM 

3. Linux, Intel Xeon 5150 CPU, 2.66GHz, 4 GB of RAM 

To present some comparison of running times we used the HD caudate dataset [51] 

(containing 70 samples and 20223 features) and two classifiers – SVM-radial and KNN. 

We ran leave-one-out cross-validation on the dataset using the two classifiers, where, in 

each iteration, selected features were chosen and classification using both classifiers was 

made. Then, we repeated this procedure, only this time we did not use any classifiers, and 

only the feature selection phase was done. We used platform 2 above in these 

comparisons. Table  3-2 summarizes the average running time of a single iteration when 

using different feature selection techniques.   
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Feature selection 

technique 

Feature 

selection time 

Classification 

time 
 

Correlation filter 
 

4.00 4.86 
 

HC-50-50-TOP 
 

9.71 4.71 
 

HC-5×10-2-TCOMP 
 

27.00 3.00 
 

HC-5×10-2-TOP 
 

26.29 5.43 
 

HC-5×10-3-TCOMP 27.57 2.43 
 

HC-5×10-3-TOP 
 

27.86 4.43 
 

HIGH-50-50-TOP 
 

1.43 4.29 
 

HIGH-5×10
-2

-TCOMP 
 

4.86 1.71 
 

HIGH-5×10
-2

-TOP 
 

4.86 4.43 
 

HIGH-5×10-3-TCOMP 
 

4.57 1.71 
 

HIGH-5×10-3-TOP 
 

4.43 4.71 

Table  3-2. Average running time of for different feature selection techniques. Times are seconds per 

iteration, performing leave-one-out cross validation. The SVM-radial and KNN classifiers were used after 
the feature selection phase.  

 

Table  3-2 shows that HC variants are more time consuming. This is not surprising as the 

local search is added to these variants. In addition we can see that HC-50-50-TOP, which 

is HC-CONST variant, takes less time than other HC variants, as it does not use the 

dynamic evaluation of number of features per component. 

When no hill climbing is used, i.e., the HIGH variants are used, a considerable 

improvement in the running time can be noticed.  Some variants, such as the HIGH-

CONST variants (only one variant of this family is shown – HIGH-50-50-TOP), achieve 

better running time than the correlation filter. 

Another noticeable result is the shorter classification time when TCOMP variants are 

used. This is due to the fact that only few features (the extracted components) are given 

to the classifiers, thus making them faster. 
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4 Results 

4.1 Datasets 
 

We collected 19 datasets reported in the literature, of sample sizes 31-173 containing 

2000-22283 features. The list of datasets appears in Table  4-1. 

#
 

D
at

aS
e
ts

 

P
u
b

M
e
d
 

ID
 

P
ap

er
 

#
S

a
m

p
le

s 

#
C
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ss

 A
 

#
C

la
ss

 B
 

#
P

ro
b
e
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1 HD blood 16043692 [50] 31 14 17 22283 

2 HD caudate 16467349 [51] 70 32 38 20223 

3 Leukaemia 10521349 [24] 72 47 25 7129 

4 HD cerebellum 16467349 [51] 66 27 39 20223 

5 Prostate Cancer 12086878 [52] 102 50 52 12533 

6 Breast Cancer 11823860 [21] 78 44 34 16783 

7 Colon Cancer 10359783 [34] 62 40 22 2000 

8 Crohn Disease blood 16436634 [53] 101 42 59 22215 

9 Breast Cancer 17157792 [54] 118 43 75 22215 

10 Liver Cancer 14675778 [55] 60 20 40 7070 

11 Breast / Colon Cancer 16436632 [56] 104 62 42 22215 

12 Lung Cancer 12118244 [57] 86 62 24 7129 

13 Liver Cancer 12648972 [58] 60 40 20 7129 

14 Prostate Cancer 11518967 [59] 53 19 34 4344 

15 Breast Cancer 11507038 [60] 58 28 30 2166 

16 Breast Cancer 11562467 [61] 49 25 24 2166 

17 Ovarian Cancer 15897565 [62] 54 30 24 22283 

18 Neural tissue (Mouse Muscle) 16002470 [63] 150 100 50 12488 

19 Myeloma and Bone lesions 14695408 [64] 173 137 36 12625 

Table  4-1. The Datasets that are used in this study. Datasets 12-19 were used in [65]. 
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Our goal is to find the more informative features. However, different features have 

different scales, and in order to compare them a standardization of the data is needed. 

Therefore, we normalized each gene to have mean zero and a standard deviation equal to 

1. This data standardization is a common pre-processing approach in microarray studies 

and was done previously when using PLS [38]. 

 

4.2 Performance evaluation criteria 

 

Using the benchmark of 19 datasets, we tested five classifiers and 36 feature selection 

variants: four filters and 14 SlimPLS variants, and selecting a total of 20 and 50 features 

in each test. This gives a total of 180 combinations of classifiers and feature selection 

variants. To avoid confusion, we will call a feature selection algorithm simply a feature 

selector (FS), and reserve the term “method” for a combination of FS and classifier. 

Hence, we have to assess a total of 180 methods. 

 A key question is how to evaluate performance. As some datasets are harder to classify 

than others, evaluating performance by the number of errors in each would give these 

datasets higher weight. Relative ranking of performance gives equal weight to all 

datasets, but it ignores the absolute magnitude of the errors. For theses reasons we chose 

to use several criteria, each revealing a different aspect of the performance. Error rates 

were calculated using leave-one-out cross validation and performance was measured 

using five criteria: 
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a) Rank sum p-value. Define a three-dimensional array E  where ( , , )E i j k  is the error 

rate of classifier i  and feature selector j  on dataset k . Hence, the dimensions of E  

are 5 36 19× × . Define an array R  of the same dimensions where ( , , )R i j k  is the rank 

of ( , , )E i j k  among ( , , )E i k∗ . Hence, ( , , )R i j k ranks feature selector j  compared to 

all others for classifier i  and dataset k . The score of a subset feature selectors 

1{ ,..., }nS j j=  for classifier i  is computed by comparing the distribution of the values 

( , , )R i S k  to the distribution of the values of ( , , )R k∗ ∗ , using the Wilcoxon rank-sum 

test [23]. This test determines to what extent a particular group of values (e.g., the 

error rates of one feature selector) tends to have low rank compared to the rest. The p-

values calculated on each dataset were combined using Fisher’s method [66]. This 

score compares the different combinations of classifier and feature selectors. This 

way, it also incorporates comparison between classifiers. 

Similarly, for each dataset, another comparison was made. This time the distribution 

of the values ( , , )R i S k  is compared to the distribution of the values of ( , , )R i k∗  and a 

rank-sum score is computed as above. This score is used to compare the feature 

selectors using different individual classifiers, since it evaluates the performance of 

the different feature selectors using a particular classifier. 

We used the two scores defined here to compare combinations of a ‘family’ of feature 

selectors and classifier. In other words, we did not compare one feature selector to 

another, but compared groups of similar variants. 
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b) Average Rank. While the rank sum test determines the significance of the tendency of 

a method (or a feature selector) to be ranked higher or lower, we would also like to 

see the absolute differences between methods’ ranks. For that reason we define 

another score that compares the average rank of a method. Formally, for classifier i  

and feature selector j , we define the score 
1

( , , )
19 k

R i j k∑ . Like (a), the values 

themselves do not matter, and only their relative ranking is considered. Unlike (a), 

this score is not assigned a probability. We use this score to compare between 

individual feature selectors using a particular classifier. 

 

c) L2 distance. For a given classifier, 19 different error rates were calculated for a 

particular FS – one for each dataset. These values are the entries in a vector called 

method-scores vector. In addition, for the given classifier, another 19-dimensional 

vector is constructed, whose i-th entry is the minimal error rate achieved by any 

feature selector for dataset i. This is called the minimum-scores vector. The score of a 

method is the L2 distance between its method-scores vector and the minimum-scores 

vector. Formally, fix the classifier i . Let ikα = min ( , , )
j

E i j k . Then the L2 score of 

feature selector j  (using classifier i ) is 
1

2 2( ( ( , , ) ) )ik

k

E i j k α−∑ . This criterion was 

used in [65]. Unlike (a) and (b) it is not ranking-based, and it measures across all 

datasets how far a particular feature selector is from attaining the best score, given the 

classifier.  
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The next two criteria compare the methods in terms of exceptionally good scores and 

best scores over all datasets and classifiers (and not specifically for a particular 

classifier like the L2 distance criterion). 

  

d) 95% confidence interval. Let ( , , )E i k∗  be the vector of error-rates of all feature 

selectors using classifier i  on dataset k . Compute the average and 95% confidence 

interval of the average on each vector. Compute for each feature selector the fraction 

of dataset×classifier combinations on which it does better than the 95% confidence 

interval. Hence, this measure scores how often a feature selector obtains an 

exceptionally good score.  

 

e) Best value rate. Calculate for each feature selector the proportion of tests on which it 

achieves the best score among all datasets and classifiers. 

 

f) Binomial tail p-value. We used only 50 features configuration for the comparisons 

using this method. Let ( , , )E i j k  be defined as before, using only the 50 features 

version of the feature selectors. Hence, the dimensions of E  are 5 18 19× × . ( , , )R i j k  

is defined as the rank of ( , , )E i j k  among ( , , )E k∗ ∗ . To compare two methods 
1m  

and 
2m , where the first one is combined of classifier 

1i  and FS 
1j , and the second one 

is combined of classifier 
2i  and FS 

2j , we compare the two vectors 
1 1( , , )R i j ∗  and 

2 2( , , )R i j ∗ . Let 
1 1 1 2 2

{ | ( , , ) ( , , )}n k R i j k R i j k= >  and let 
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)},,(),,(|{ 22112 kjiRkjiRkn <= . Then 21 nnnd +=  is the number of datasets in 

which the ranks using method 1m  and method 2m  differ. Our null hypothesis is that 

the two methods show similar performance. In other words, after removing the entries 

that have identical values we assume that ),,(),,( 2211 kjiRkjiR >  has a probability of 

0.5. Therefore, 1n  has a binomial distribution ( , 0.5)dB n . The p-value for observing 

at least 1n  cases where method 1m  is ranked above method 2m  

is: ( )
1

1  ( ) (0.5)
d

d d

n
n n

l

l n

P n n
=

≥ = ∑ . 

  

4.3 Results 

 

In this section we will present and analyze the results of the different classifiers and 

feature selectors using the criteria described in the previous section. 

 

4.3.1 The effect of the number of features 

 

As was mentioned earlier, too few features will not have enough classification power, 

while too many features may add noise and cause overfitting. In order to compare the 

behavior of a particular feature selector j  using a particular classifier i , we calculated 

the average error rate achieved by this feature selector using the particular classifier. 

Formally, we calculated 
1

( , , )
19 k

E i j k∑ . Notice that we use here the error rates, as we 

wish not to compare different feature selectors but the performance of a particular feature 

selector when using a different number of selected features.  
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For a given classifier, we calculated this average error rate for six different variants of 

SlimPLS: HC/HIGH-K-K-TOP, HC-5e-02-TOP/TCOMP and HC-5e-03-TOP/TCOMP 

when using nine different numbers of selected features – 20, 30, …, 100. Then, the 

average error rate over these feature selectors was calculated for each number of selected 

features. The results are summarized in Figure  4-1 for two classifiers – KNN and SVM-

radial. 

 

Figure  4-1. Average error of six different SlimPLS based feature selectors using the KNN and SVM-radial 
classifiers using different number of features.  

 

As the number of selected features grew from 20 to 50, the improvement in classification 

was very clear. As the number of selected features grew even further, no additional 

improvement was noticeable and the average error rate usually got worse. Therefore, we 

will focus mainly on 50 feature configurations in the rest of the results, and will refer to 

the results with 50 features only, unless specified otherwise. 
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4.3.2 The effect of the classifier 

 

The average rank-sum p-values of each classifier were calculated over three families of 

feature selectors: 

a) Filters: The four filters used in this work. 

b) CONST-50-50: The two variants that choose a constant number of features per 

component HIGH-50-50-TOP and HC-50-50-TOP. 

c)  HC-PVAL: The four variants that choose a variable number of features per 

component, depending on the p-values: HC-TCOMP-5e-03, HC-TOP-5e-03, HC-

TCOMP-5e-02 and HC-TOP-5e-02. 

 

The results are summarized in Figure  4-2. Among of the HC-PVAL variants, SVM 

(linear and radial) and KNN showed better performance than RF and NB. Moreover, 

these three classifiers together with the four HC-PVAL variants achieve the highest 

scores among all combinations. When using filters only, the RF classifier performs the 

best and SVM classifiers show second best performance.  The worst performance of 

filters is obtained when using KNN classifier. In this classifier the difference in 

performance of HV-PVAL variants and filters is the most substantial (see discussion, 

Section  5.1). 
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Rank-sum p-values
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Figure  4-2.  Rank-sum p-value of different classifiers using three families of feature selectors.  
-log(p values) of the combined Wilcoxon rank-sum tests for three families of methods using five different 

classifiers are shown. See test for the family definitions. 

 

As SVM and KNN classifiers obtained the highest results we will show further focused 

analysis using these two methods in Section  7.2 (appendix). 

Figure  4-2 shows that SVM-linear obtained quite similar results to SVM-radial. When 

using the NB and RF-1500 classifiers, the HC-PVAL FS variants outperformed other 

feature selectors, but, in these cases the relative improvement is less dramatic.  

To get a clearer understanding of the influence of the feature selectors on the different 

classifiers, we performed the second variant of the rank-sum test, as presented in Section 

4.2(a), i.e., this time we performed a comparison between the different feature selectors 

for each specific classifier separately. The results can be seen in Figure  4-3.  The HC-
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PVAL FS variants have a clear advantage over the other feature selectors. While the 

differences are mild when using RF-1500, they are stronger in the other classifiers. 

Classifier-specific rank-sum p-value

0

2
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6

8
SVM-linear

SVM-radial

RF-1500 KNN
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CONST-50-50
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Figure  4-3. Rank-sum p-value of three families of feature selectors calculated separately for each classifier. 

-log(p values) of the combined Wilcoxon rank-sum tests for the three families using five different 

classifiers are shown. The concentric pentagons show the –log(p-value) scale. The results on separate 
classifiers are shown on the separate axes. This representation aims to emphasize the relative performance 

of each FS on each classifier separately, and not relative performance across classifiers. See text for the 
description of the families. 

 

As in Figure  4-2, the greatest advantage of HC-PVAL feature selectors over the filters is 

attained when using the KNN classifier. 

 

4.3.3 The effect of the feature selectors 

 

To summarize the results we constructed dominance maps. These are graphs where each 

node is a method and a directed edge from method 1m  to method 2m  indicates that 
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method 1m  has significantly better performance ( p-value 0.05≤ ) than method 2m . 

Performance is measured using the binomial tail for the relative accuracy of the two 

methods across the datasets. See section  4.2 (f) for more details.  

We constructed five different maps, one for each classifier. Singletons, i.e., methods that 

were not significantly comparable to any other method (corresponding to isolated vertices 

in the map), are omitted. In addition, transitive edges were removed, i.e. if there three 

edges A�C, A�B and B�C exists, then edge A�C is removed. Out of the four 

variants of the HC-PVAL family of methods only two were taken – HC-PVAL-5e-03-

TCOMP and HC-PVAL-5e-03-TOP. Finally, nodes (representing feature selectors) were 

categorized into five different groups of families and were colored accordingly. Figure 

 4-4 summarizes the results.  
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Figure  4-4.  Dominance maps of feature selectors using different classifiers – (a) SVM-linear (b) SVM-
radial (c) Random Forest (d) KNN (e) Naïve Bayes. An edge A�B indicates that A significantly 
outperforms B. In (d) the second and the third layer from the top were originally one layer that was divided 

into two rows for display purposes only. Methods in upper layers perform better than methods in lower 
ones. 
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One can notice a clear tendency of the HC-PVAL variants (the blue nodes) to appear in to 

the upper row, which consists of the better performing FS for the given classifier. The 

HC-PVAL nodes also tend to have more outgoing edges – showing dominance over a 

large set of other feature selectors. 

In addition to the HC-PVAL variants, the FILTERS variants (green nodes) and CONST-

50-50 variants (yellow nodes) also tend to perform well. A very strong dominance of the 

HC-PVAL variants is observed when the KNN classifier is used (Figure  4-4 (d)). 

Four feature selectors were never dominated by others – HC-5e-03-TOP, HC-5e-03-

TCOMP, HIGH-50-50-TOP and COR, the correlation filter (in some of the maps some of 

these methods are not visible as they are singletons).  

 

4.3.4 Evaluation of the leading methods 

 

In order to compare the different methods we used two-dimensional plots, where each 

point ( , )x y  in the graph represents a method and where x  is the average error rate and 

y  is the average rank of the method. The full evaluation is described in the appendix, 

Section  7.1. Here we show a different analysis focusing on the leading methods only. 

We created another dominance map (Figure  4-5) containing only four feature selectors 

and all classifiers. We selected only these feature selectors that were not dominated by 

any others in the analysis in Section  4.3.3. These are: HC-5e-03-TOP, HC-5e-03-

TCOMP, HIGH-50-50-TOP and COR.  
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All four methods using SVM-radial appear in the map in the upper layer. The 

combinations of SVM-linear and KNN with HC-5e-03-TCOMP dominate the largest 

number of others. 

 

 

 

Figure  4-5. Dominance of the consistently dominant feature selectors using all classifiers. Singletons are 
omitted. Additional singletons not shown in the picture: KNN - HC-5e-03-TOP and HIGH-50-50-TOP, 

SVM-linear - HIGH-50-50-TOP and COR, RF - HC-5e-03-TOP, NB - HC-5e-03-TCOMP. 

 

Most combinations involving the Naïve Bayes classifier (except for the combination with 

HC-5e-03-TCOMP, are dominated by others. This is consistent with Figure  4-2, where 

Naïve Bayes showed in general worse performance than other classifiers (the single 

exception is filters, which perform worse using the KNN classifier). 

In views of these results, and consistently with the results in Section  4.3.2, further 

focused analysis on the KNN and SVM-radial classifiers was done , and it can be found 

in the Appendix.  
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4.3.5 Correlation between selected features 

 

Features found by univariate approaches, like filters, tend to select correlated features. 

Multivariate approaches should have a lower average pairwise correlation between 

selected features, because features are selected as a group (or several groups). Less 

individually predictive features may be selected along with higher individually predictive 

ones and this will lead to lower average pairwise correlation between these features. 

Moreover, two features that are perfectly correlated will never be selected together by 

multivariate methods, since one will be redundant given the other. To measure these 

correlation values, for each dataset we found the features that were selected at least half 

of times in the leave-one-out cross-validation iterations, and measured their average 

pairwise correlation. We also recorded the number of such features. Then, we averaged 

both measures over all datasets. Figure  4-6 summarizes these results.  

 

Average pairwise correlation and number of features chosen at least half 
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Figure  4-6. Average pairwise correlation and number of all features selected at least half of times in the 
leave-one-out cross-validation. Bars heights indicate the average pairwise Pearson correlation between the 
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expression patterns of the selected genes. The numbers written on top of the bars are the average numbers 

of selected features. Here, we do not distinguish between TOP and TCOMP variants, as the new extracted 
features returned by TCOMP variants are constructed using the same features selected in TOP variants, and 

it is their average pairwise correlation that we wanted to examine. 

 

As expected, average correlation drops when using the slimPLS based methods, 

especially the HC variants, which actually have more potential for inter-feature variation 

because of the local search for a better subgroup of features. One exception is the HIGH-

K-K variant, which presents similar results to the filters. Recall that this variant selects 

the K top absolute weighted features (where K is the total number of features to be 

selected) from the first component only. When no hill climbing is used, we found that 

features selected from the first component tend to be similar to features selected by the 

correlation filter (not shown). Therefore, this variant has a similar behavior to the 

correlation filter (as we also saw in Figure  7-4 and Figure  7-5). 

 

4.3.6 Main conclusions 

 

Here we summarize the main conclusions of our analysis. 

• Classifiers achieved a lower error rate when using 50 selected features compared to 

using 20 selected features. Increasing the number of features further did not show 

consistent improvement (Figure  4-1, see also Figure  7-5). 

• Three families of feature selectors performed better than others: filters, CONST-K-K 

and HC-PVAL (Figure  4-4, see also Figure  7-2).  

• Overall, the HC-PVAL variants showed the best performance among all the tested 

variants (Figure  4-2, Figure  4-3, Figure  4-4).  
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• The combination of the KNN classifier and the HC-TCOMP-5e-03 feature selector 

had the lowest average error-rate (see Figure  7-2). The combination of KNN and HC-

TCOMP-5e-02 had the second lowest average error-rate (not shown). However, KNN 

tended to perform the worst when using filters (Figure  4-2).  

• SVM-radial showed consistently high performance when using the better feature 

selectors (Figure  4-5).  

• Although the HC-PVAL variants showed a slight advantage using the RF-1500 

classifier (Figure  4-2 and Figure  4-3), this classifier gave the most minor 

differentiation between feature selectors (Figure  4-3), and is therefore not 

recommended for SlimPLS variants.  

• The filter methods tend to attain best performance when using the RF classifier 

(Figure  4-2). 
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5 Concluding remarks 

5.1 Discussion 

 

Our results show that the HC-PVAL variants of SlimPLS tended to outperform the other 

tested variants (Figure  4-3 and Figure  4-4). This family of variants selects the number of 

features per component based on their significance and tries to improve the feature set by 

local search. Within this family, the TCOMP variants, which employ feature extraction, 

tend to achieve slightly better results than the TOP variants (e.g., Figure  7-3 and Figure 

 7-4). This is not surprising as the components (that are actually the extracted features) are 

found in that way that maximizes the match to the class vector, i.e., the components are 

aimed to provide a good approximation of the class prediction. The TOP variants use the 

selected features for classification, but without the formulas that dictate how to re-build 

these components (i.e., the weight vectors). This way, the task of constructing the 

formulas, i.e., finding the relevant relationships between these features to get a good 

classification is left for the classifiers. When using the TCOMP variants we usually get 

one to three components, which already incorporate some ‘collective’ behavior of 

features found by SlimPLS. Moreover, each component tries to approximate the residual 

or the ‘unexplained’ behavior of the previous component. Therefore, these new extracted 

features show better contribution to the classification. 

 

Another noticeable result is that the improvement achieved by the HC-PVAL variants 

compared to the filters is more dramatic when using the KNN classifier (Figure  4-3). 

This is an interesting result, as the KNN classifier is very sensitive to the selected features 
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(see Section  2.4.1). This fact may imply that SlimPLS based feature selection techniques 

manage to find good informative groups, especially when these groups are translated into 

new features, extracted in TCOMP variants.   

 

As we indented, we can see that the average pairwise correlation between the features 

consistently selected in the leave-one-out cross-validation iterations is smaller when 

using the HC-PVAL variants (Figure  4-6). There are two reasons for that. The first is 

that when selecting features in a univariate fashion the top ranked features tend to highly 

correlate, as features are ranked individually. The second reason is the PLS mechanism. 

As the PLS components are orthogonal, the features taken from different components, 

which are most relevant to the construction of these components, tend to have a lower 

pairwise correlation.  

 

5.2 Future work 

 

We have shown that SlimPLS based feature selectors yielded improved performance 

compared to the very common used filters. Specifically, the HC-PVAL variants showed 

the best performance. Some future work directions in this area include: 

a) Improving PVAL methodology, i.e., the dynamic methodology of choosing the 

number of components and the number of features per component. There are several 

options here: 

• The p-value threshold to PVAL variants can be calculated from the correlation 

significance of the first components. The faster the significance drops for 



 85

constructed components, the more significant a component will have to be to 

pass the threshold. 

• Using a minimum number of features per component. In other words, the 

algorithm decides how many features will be taken from each component that 

passes the p-value threshold. Another parameter m can be used so that at least 

m features from each component will be taken, thus enabling the algorithm to 

‘capture’ the component’s behavior. If the algorithm chooses only k<m 

features from a particular component, it then excludes this component and 

takes another k features from the previous one. 

 

b) Improving the local search methodology, i.e., the search for a better subgroup of 

features. Currently we use hill climbing, but different approaches can be used. 

• Using simulated annealing. Simulated annealing [36] lets us explore regions 

in the search space that may not be explored by hill-climbing, as it can 

occasionally choose a different subgroup, even if does not yield a better score 

for the objective function. Thus, it has some mechanism to escape local 

maxima. Simulated annealing needs a parameter for its run – the ‘cooling’ 

parameter, and a good way to determine its value should be found. 

•  Keep using hill climbing, but stop its run after a prescribed number of runs or 

after achieving a desired percentage of improvement of the objective function. 

This may be done to avoid over-fitting. 

• Allowing a switch (i.e., moving from one subgroup of features to another by 

replacing one of the features currently selected with another one that is not) 
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only if the improvement (absolute or relative) of the target function is higher 

that some threshold. 

 

c) Further research of the impact of the number of selected features on the overall scores 

of particular feature selectors and classifiers. 

 

d) Inserting some biology-based logic to the hill climbing search. The greedy search 

tries to find a switch that improves the target function. A mechanism that does 

prevent some switches (even if they improve the target function) can be inserted. This 

way, e.g., one gene can be switched with another only if they belong to the same 

module in a given biological network. Alternatively, a switch can be allowed only if 

there are representative genes from at least (or at most) k different modules of the 

biological network in the resulting subgroup. 

 

In this study we did not compare SlimPLS performance to previous methods using PLS, 

since those methods mix the feature selection and classification steps. Still, some of the 

PLS-based classification procedures discussed in Section  3.5 can be adjusted to operate 

as feature selectors. For example, the λ  parameter from [38] can be set so that only a 

desired number of features will be selected, and then return this list of features rather than 

continue with the linear regression classification, or alternatively, more powerful 

classifiers can be used in that step. Comparing such feature selector to SlimPLS can be 

interesting, as it does not consider explicitly which feature to select from each component 
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(as SlimPLS does), but filters out features after constructing a linear regression using all 

calculated components. 
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7  Appendix 
 

7.1 Two-dimensional comparison of methods 

 

In order to compare and evaluate all the different methods, we constructed a two-

dimensional plot. Each method, combined of classifier i  and feature selector j, is 

represented by a point ( , )x y , where x  is the average error rate of the method and y  is 

its average ranking. Formally,  
1

( , , )
19 k

x E i j k= ∑  and 
1

( , , )
19 k

y R i j k= ∑ . E  and R  are 

hree dimensional matrices as defined in Section 4.2(f). Again, we use only the 50 feature 

configurations for this comparison. 

We present the plot in two ways. In the first way, each point (which represents a method) 

is colored according to the classifier. In the second way, each point is colored according 

to the feature selector. The results are summarized in Figure  7-1 and Figure  7-2, 

respectively. 

Most points are aligned along a straight line, indicating a high correlation between the 

rank and the error rate of the methods. The methods that do best in both criteria are on the 

‘north-west’ corner of that line.. The best two methods in terms of both criteria are KNN 

based, using HC-PVAL based feature selectors (The corresponding feature selectors can 

be seen in Figure  7-2). Figure  7-1 also shows that, overall, the Naïve Bayes classifier 

based methods tend to have poorer performance than others (consistent with Figure  4-2)  
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Figure  7-1. Two-dimensional evaluation of methods, where points colored by according to the classifier. 
Higher rank value means better performance.  
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Figure  7-2. Two-dimensional evaluation of methods, where points colored by according to the feature 
selector. Higher rank value means better performance. The circled point corresponds to the KNN classifier 

and the HC-TCOMP-5e-03. This combination had the lowest average error rate. 
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Some points do not follow the straight line of most points. These points are methods that 

use Random Forest or Naïve Bayes classifier. This is due to the following reason. The 

versions of RF and NB that we used (from the R package) could not classify samples 

using only one feature. This is the case when using the PVAL-TCOMP variant, where 

only one component is chosen and returned as a new single feature. This case often 

occurs when the dataset is easy to classify. Therefore, the results from that datasets 

cannot be taken, and the average error rates for the Random Forest and the Naïve Bayes 

classifier are calculated using only the ‘harder’ datasets (for the PVAL-TCOMP 

variants). Hence, the average error rates in these cases compared to others are biased 

towards higher values. This, however, has little effect on the average rank. 

 

Figure  7-2 shows a clear advantage to the HC-PVAL based methods, while the HIGH-

PVAL based methods tend to have the poorest performance. While the HIGH-CONST 

variants select constant number of features from each component, the HIGH-PVAL 

variants dynamically calculate the number of features that are selected from each 

component. This has the effect of usually choosing more features from the first 

component and fewer features from the other components. Therefore, the 'structure' of the 

latter components is poorly expressed, and an improved set of features from these 

components ought to be found to have a better description of the components. This is 

done by the local search, which also improves the features set taken from the first 

component.   
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7.2 Further analysis of KNN and SVM-radial results 

 

The noticeable difference in performance between the HC-PVAL variants and the filters 

using the KNN classifier (Figure  4-2) is shown also in Figure  7-3 and Figure  7-4, where 

we compare the L2 distance and average rank, respectively, of the various feature 

selectors when using the KNN classifier. 

L2 distance - KNN

0

0.1

0.2

0.3

0.4

0.5

0.6

CORTTESTGOLUBMIHIGH-

TCOMP

5e-03

HIGH-

TOP 5e-

03

HIGH-

TCOMP

5e-02

HIGH-

TOP 5e-

02

HIGH-

20-10-

50-25-

TCOMP

HIGH-

20-10-

50-25-

TOP

HIGH-

20-20-

50-50-

TOP

HC-

TCOMP

5e-03

HC-TOP

5e-03

HC-

TCOMP

5e-02

HC-TOP

5e-02

HC-20-

10-50-

25-

TCOMP

HC-20-

10-50-

25-TOP

HC-20-

20-50-

50-TOP

L2 d(20)

L2 d(50)

 

Figure  7-3. L2 distance score of the different feature selectors using KNN classifier. 

 

We can see in Figure  7-3 the relatively low L2 distance scores of HC-PVAL variants 

compared to other methods. Specifically, the TCOMP variants of HC-PVAL, i.e., HC-

TCOMP-5e-03 and HC-TCOMP-5e-02 attained the best score and second best score, 

respectively. We can also see that CONST-50-50 variants (HC-50-50-TOP and HIGH-

50-50-TOP) perform better than the filter variants, except for the correlation filter that 

shows comparable results. 
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Average Rank - KNN
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Figure  7-4. The average rank score of the different methods using KNN classifier. 

 

Figure  7-4 shows the average rank results on the same combinations. Again, we see a 

noticeable advantage in favor of the two 50-HC-TCOMP variants. Moreover, these two 

variants, together with the KNN classifier, have the lowest average error-rates among all 

feature selectors and classifier combinations (not shown). High scores were also attained 

when using the HC-TOP and HC/HIGH-50-50-TOP variants. 

Figure  7-3 and Figure  7-4 also show again that the performance of the methods is in 

most cases better when selecting a total of 50 features rather than 20 features.  

 

The SVM classifiers, SVM-radial and SVM-linear, showed high performance as well on 

the 19 datasets (see Figure  4-2). The summarized average rank scores of the different 

feature selectors using SVM-radial can be viewed in Figure  7-5. The HC-PVAL variants, 

as well as the HC-K-K variant, show best performance. Similarly to Figure  7-4 one can 

notice a consistent drop in scores when selecting 20 features in total, instead of 50. 
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Figure  7-5. The average ranking score of the different methods using SVM-radial classifier 

 

 

Notice in Figure  7-4 and Figure  7-5 the resemblance of HIGH-K-K variant scores to the 

correlation filter scores (as was seen in Figure  4-6). 

 

7.3 Rates of exceptional results  

 

Figure  7-6 and Figure  7-7 provide an overall look on the performance of the different 

feature selectors using all datasets and all classifiers. Figure  7-6 summarizes the 95% 

confidence rates (see Section 4.2 for definitions). Similar to Figure  4-2, we can notice 

that HC-PVAL variants have a clear advantage over other methods. These variants obtain 

lower than average error rate more often than the other methods. 
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Figure  7-6. 95% confidence interval rates of  each feature selectors. The rate-score of a method to perform 
better than the 95% confidence interval of the average using all classifiers and datasets. 

 

 

The same behavior is observed in Figure  7-7, where the frequency of performing 

exceptionally bad is shown. The HC-PVAL methods have only about 10% or less error-

rate scores that are significantly worse than the average score. We can also see in Figure 

 7-6 and Figure  7-7 that performance drops when selecting only 20 features. 
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Figure  7-7. Exceptianlly bad score. The rate-score of a method to perform worse than the 95% confidence 
interval of the average using all classifiers and datasets.  

 

 

The relatively better performance of the HC-PVAL variants is also reflected in their rate 

of attaining the best score. Figure  7-8 compares these scores among the different feature 

selectors. A concentration of relatively high scores is shown in the HC-PVAL variants. 

Among them, HC-TCOMP-5e-02 has the highest rate, and HC-TOP-5e-02 has the second 

highest rate. Among the 20 feature configurations the mutual information (MI) filter has 

the highest rate. This filter and GOLUB filter have higher proportion of best score 

achieved when using 20 features. 
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Figure  7-8. The percentage of best score achieved using all classifiers and datasets. 

 

 

 

 

 

 


