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Abstract

Modern large-scale sequencing technologies have provided us with the ability to collect and
analyze a great amount of data from cancer patients. Integration of transcriptomic and
genomic data allows better understanding and detection of the factors that are responsible
for or contribute to unusual cell proliferation. Driver gene mutations, which promote cancer,
are accompanied by many passenger mutations, which have no effect on cell proliferation.
Distinguishing between driver and passenger genes is a major challenge, and it is of high
importance for understanding cancer mechanisms and for development of potential

therapies.

Here we focus on personalized detection of driver genes based on several types of genomic
alterations. We incorporate data of single nucleotide variations, copy number variations and
genomic translocations in an attempt to pinpoint the most prominent factors that contribute to
cancer progression. We also use the inferred evolution of mutations in the tumor of an
individual to reweight detected driver genes. This allows us to generate phylogeny-supported

results.

Mutation influence scores were computed using the PRODIGY algorithm. PRODIGY ranks
the chance of genes with single nucleotide variations to be drivers by their total effect on
pathways deregulation. Deregulation scores are computed with the help of the Prize
Collecting Steiner Tree method. We extend this work by examining the influence of

additional types of mutations.

In order to incorporate a tumor evolution aspect, we use individual phylogenetic trees of
mutations deduced by the PhyloWGS algorithm. We use cancer cell fraction (CCF) of nodes
in the trees, i.e., the fraction of cells that carry the mutations represented by each node.
Mutations with higher CCF likely occurred earlier in the evolution. They are therefore more
likely to be drivers and are given higher weights. The prioritization of genes with high CCF

improves the precision and recall of detecting drivers.



1. Biological Background

1.1. Genes and proteins

The DNA is composed of two coiled strands with complementary sequences of four units
called nucleotides: A for adenine, C for cytosine, G for guanine and T for thymine. It carries
all the hereditary information and instructions for cell development, growth and function. A
full copy of this information in the form of DNA molecules is present in virtually all human
cells. Genes are the most basic hereditary units. These are short segments in the DNA that
serve as templates for the creation of RNA molecules in a process called transcription.
Some of them are called messenger RNA (mRNA) and are later translated into proteins.
Proteins are the most basic functional units of the cell. They are made of building blocks
called amino acids. Proteins catalyze metabolic reactions, perform DNA replication, respond
to stimuli, transport molecules within the cell and more. During the translation process,
mRNA nucleotide triplets (codons) are translated into amino acids, and chains of amino
acids form a protein, starting with a start codon (AUG) and ending with a stop codon (UAA,

UAG or UGA). U stands for the uracil nucleotide, which is the RNA substitute for thymine.

1.1.1. Mutations

Mutations are alterations in the DNA sequence. These alterations result from errors during
DNA replication, mitosis, meiosis or are due to processes that cause damage to the cell

such as exposure to ultraviolet radiation. While most mutations are corrected by cellular
repair mechanisms, some persist and are carried over to progeny cells in cell divisions, or -
for mutations in the germline - to the progeny organisms in future generations. Mutations that
occur in non-germline cells are called somatic mutations. They may or may not trigger
abnormal processes, depending on their landscape and character. For example, harmful

mutations that occur within protein binding sites disrupt the transcription process and change



the amount of RNA molecules produced. Mutations that occur within the transcribed regions

themselves may result in corrupted RNA products.

DNA mutations could be divided into three main categories [1,2]:

I.  Single nucleotide variations

This group contains two types of variations:

A. Single nucleotide substitutions are changes in single nucleotides. When
they occur in gene-coding regions, they can be synonymous or
nonsynonymous. A synonymous substitution replaces a codon with another
codon that encodes to the same amino acid. It results with no phenotypic
effect. A nonsynonymous substitution replaces a codon with another codon
that encodes to a different peptide. If it results with a stop codon, the
translation terminates earlier than expected and the protein product could be
truncated or nonfunctional. This is called a nonsense mutation. Otherwise, the
mutation is called missense and the protein product contains an alternative
amino acid. The phenotypic effect depends on its characteristics in

comparison to the original protein.

B. Short indels are insertions and deletions of nucleotides in small amounts.
When they occur in coding regions, since each successive triplet in the
sequence forms one codon, these mutations might result in a change in the
reading frame (partition into triplets) and cause a completely different
translation. These are called frameshift mutations. Inframe mutations do not
change the reading frame, but result with additional or fewer amino acids in
the protein product. The effect depends on the changed amino acids

characteristics.

.  Copy number changes

Normally, each gene occurs in two copies in the cell. One copy belongs to the



maternal chromosome and one to the paternal chromosome. Large deletions and
duplications of genomic segments might contain whole genes. Deleted genes would
have a copy number of 1 if the alteration is within one chromosome, otherwise they
would be completely erased and have a copy number of 0. Duplications might
increase the copy number of a gene to 3, 4 and even >100. These alterations occur
often in cancer and they might substantially change transcription processes. Figure 1

exemplifies deletion and duplication events.

lll.  Translocations
Translocations are particular genomic rearrangements of the chromosomal material.
They occur when the DNA breaks in two locations and the broken segments are
detached and fused back incorrectly. Unbalanced translocations result with segment
loss, while reciprocal translocations occur when two chromosomes exchange
segments. In some cases, several chromosomes could be involved. Translocations
might affect the transcription process when they involve genes or related DNA

regulatory elements. Figure 1 exemplifies a translocation event.
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Figure 1: Types of genomic structural mutations: deletions, duplications, and ranslocations in a sample genome
are shown (right) in comparison to the reference genome (left). Deletions and duplications result in copy number

changes. Source: SlideToDoc, https://slidetodoc.com/chapter-12-dna-rna-i-dna-I-a/
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1.1.2. Protein-protein interactions

Proteins tend to interact with each other in a highly specific manner in response to
biochemical events [3]. When multiple proteins interact and bind, they often form large
complexes that carry out molecular functions and mechanisms [4]. Protein-protein
interactions (PPI) could be detected experimentally or predicted using computational
methods. Their identification has led to the construction of descriptive networks in which
nodes represent proteins and edges represent interactions [5]. STRING (Search Tool for the
Retrieval of Interacting Genes/Proteins) [6] is a large database for human PPI with more
than 4.5 million recorded interactions. It contains both directed edges that describe an effect
of one protein on another and undirected edges that indicate interactions of two proteins.
Each interaction is annotated with a confidence score that allows filtering uncertain

connections by setting some threshold.

1.1.3. Biological pathways

Biological pathways describe the mechanisms by which the cell operates. These are
networks of molecules that work together in the cell in response to some stimuli. Pathways
could be described by the series of proteins that take part in them and the interactions
among them. A pathway has a specific function, such as producing a metabolite or activating
a target protein. Cellular processes might be disrupted when a pathway’s compartment is

incorrect or abnormally expressed.

Pathways could be categorized according to general roles or activation characteristics. The
KEGG pathway database [7] identified pathways according to the following categories:
metabolism, genetic information processing, environmental information processing, cellular
processes, organismal systems, human diseases and drug development. Another popular
source for pathways is Reactome [8]. It groups related reactions of proteins into pathways.

Figure 2 shows the P53 signaling pathway as an example from the KEGG website. It lists all



the proteins known to be involved in the pathway. This pathway is annotated as a cancer

pathway under the human diseases category.
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Figure 2: P53 signaling pathway as presented in the KEGG website [7]. p53 activation is induced by a number of
stress signals, including DNA damage, oxidative stress and activated oncogenes. The p53 protein is employed
as a transcriptional activator of p53-regulated genes. This activation results in three major outputs; cell cycle
arrest, cellular senescence or apoptosis. Other p53-regulated gene functions communicate with adjacent cells,
repair the damaged DNA or set up positive and negative feedback loops that enhance or attenuate the functions
of the p53 protein and integrate these stress responses with other signal transduction pathways.

Source: https://www.genome.jp/entry/hsa04115

1.2. Cancer

Cancer is a complex and heterogeneous disease that originates from one of multiple tissue
types in the body. It is a disruption within the cell that results with unsupervised and
abnormal proliferation, leading to the formation of tumors that invade beyond normal tissue

boundaries and metastasize to distant organs [9]. It is caused by genomic and epigenomic
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chromosomal aberrations. According to the World Health Organization (WFO) analysis,
cancer is the first or second leading cause of death before the age of 70 in 112 of 183

countries and ranked third or fourth in additional 23 countries as of 2019 [10].

1.2.1. Driver genes

Driver genes are genes that initiate or promote cancer progression upon mutations. Their
alteration affects protein products and leads to dysfunction of crucial biological pathways.
The disrupted pathways typically regulate three core cellular processes: cell fate, cell
survival and genome maintenance [11]. As a result, the cell gains a selective and
uncontrolled growth advantage. Typically, driver genes are overexpressed oncogenes or
underexpressed tumor suppressors. For example, P53 (Figure 2) is a tumor suppressor,
and when its function is diminished DNA damage correction is decreased and apoptosis of

abnormal cells is less efficient.

Researchers have been using advanced sequencing techniques to characterize and detect
abnormalities in cancer patient genomes over the last few decades. Most cancers show a
phenomenon of mountains and hills of driver genes [11]. Mountains refer to driver genes that
are frequently mutated across patients. This group is relatively small. Hills refer to less
frequently mutated driver genes. They are observed in much larger numbers. Another group
of driver genes is rare and spontaneous mutations that occur in individuals and cause similar

cell proliferative effects.

Several projects maintain information on known cancer driver genes. Some of these genes
were experimentally validated to be drivers, while others were not validated but are
repeatedly observed in tumors. One of the early works is of Futreal et al [12], who listed 291
driver genes in different cancer types. More recent and up to date collections include the
COSMIC Cancer Gene Census (CGC) [13] and the Network of Cancer Genes (NCG) [14],

both listing about 600 genes (see “Gold standards” under “Methods and Results” for further
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information). In all three sources, about 90% of the genes included show somatic mutations,
20% show germline mutations and 10% show both. Some examples of well understood
drivers include the fusion of BCR and ABL genes that is caused by a translocation and
drives chronic myelogenous leukemia, the duplication of EGFR gene that drives Glioma, and

point mutations in TP53 that drive many cancer types.

Tumors usually contain two to eight driver genes [11] (See Figure 3). The majority of
mutations in tumor cells are passenger mutations that do not drive or promote cancer.
Distinguishing between driver and passenger mutations is an important mission that allows
better understanding of cancer mechanisms and may facilitate personalized medicine
treatments. Several driver gene detection methods have been developed recently, some
perform analyses at a cohort level and some aim to predict patient specific drivers (see

“Computational Background” section).

100

B Oncogene mutations

B Oncogene + tumor suppressor gene muiations
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40

Fraction of tumors (%)

20
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Medulloblastoma Pancreatic Cancer Glioblastoma Colorectal Cancer Breast Cancer

Number of driver gene mutations per tumor

Figure 3: The total number of driver gene mutations in five cancer types, split to oncogene mutations alone and

joint oncogene and tumor suppressor mutations. Source: Vogelstein, B.et al [11].
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1.2.2. Evolution of cancer

All cancers are thought to follow a Darwinian evolution process [9]. Analogous to the origin
of species theory, cancer develops by continuous acquisition of mutations in driver genes of
individual cells followed by natural selection (Figure 4). The selection fosters cells that gain
growth advantage and survive more effectively than their neighbors. Most mutations are
passengers and do not affect cell growth. While most positively selected cells become
benign growths such as skin moles, cancer cells gain a sufficient advantage that allows them

to proliferate beyond normal boundaries and eventually form malignant tumors.
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Figure 4: Clonal evolution of cancer cells. A schematic evolution of subclones from a single cell that acquired a
growth advantage over its normal counterparts. The initial clone may produce distinct subclones through the
course of the disease, originating due to further alterations. Here different subclones are in different colors, and

mutated cells are indicated by arrows. Source: Raza et al. doi: 10.2147/AGG.S54184

Tumor evolution could be exemplified by the well studied colorectal cancer [11]. Most
colorectal cancers are initiated by a mutation in the APC driver gene of a normal epithelial

cell. The mutated cells form a slowly growing cell cluster called adenoma. When another
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driver gene such as KRAS is mutated in one of the cells, a new rapidly growing subclone
emerges. Cells that carry only the APC mutation may persist, but cells with both mutations
outnumber them. Further mutations in genes such as PIK3CA, SMAD4 and TP53 are
followed by clonal expansions, forming a malignant tumor that invades normal tissues and
could metastasize to lymph nodes and distant organs such as the liver. See Figure 5 for

illustration.

Clonal mutations occur early in evolution. They are found in the vast majority of the tumor
cells. Subclonal mutations evolve later and exist in a subset of the tumor cells. Tumors could
be highly heterogeneous and contain multiple distinct subclones. Heterogeneity is present
within a primary tumor, between two metastases and within metastatic lesions [11]. Analysis
performed by Yachida et al. [15] shows that it is not uncommon for one metastasis of a

pancreatic cancer to carry 20 mutations that are not shared with other metastases of the

same cancer.

. FI3K
Hllilghpe ‘ AFC - 5 Ras ‘j-iﬁell CyclelApoptosis

e

Large adenoma Carcinoma

Figure 5: genetic alterations and the progression of colorectal cancer. The major signaling pathways that
drive tumorigenesis are shown at the transitions between each tumor stage. One of several driver genes that
encode components of these pathways can be altered in any individual tumor. TGF-3, transforming growth

factor—f. Source: Vogelstein et al. [11]
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2. Computational Background

2.1. Patient-specific driver detection methods

In this section we present four state of the art algorithms for driver gene detection in cancer.
They operate in a patient-specific manner by processing data of individuals and outputting

lists of predicted driver genes per patient.

Most methods for driver detection operate at a cohort level. They integrate data from all
patients in a specific cancer cohort and compute a unified list of the most prominent driver
genes. Since our focus here is personalized drivers, we only mention some of the leading
cohort-level methods briefly. DriverNet [22] was one of the first cohort-level algorithms to
integrate genomic alterations and gene expression data. It outputs a parsimonious set of
mutated genes that are linked to genes with differential expression in a PPl network. MEMo
[23] identifies small subnetworks of genes that are mutated in a mutually exclusive manner
and belong to the same biological pathways. HotNet [24] uses a heat-diffusion process to
detect small subnetworks with high frequency of mutated genes in a PPl network. These
methods rely on statistical power and provide globally good prediction, but often fail to
capture the accurate dysfunctioning processes in individuals. In particular, rare driver genes
that promote cancer in a few patients could be missed. Better therapy requires a more

delicate and personalized analysis that could be achieved with patient-specific methods.

2.1.1. DawnRank

DawnRank [25] identifies and ranks driver genes in individuals by the extent to which they
perturb downstream genes in a PPI network, using an idea from Google’s PageRank
algorithm. One of its underlying assumptions is that driver genes tend to have higher
connectivity in the network. The input data are a directed PPI network, a list of genes with

somatic mutations in the individual’s tumor, and a differential gene expression for the
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individual, showing the difference in expression profile between the normal and the tumor

sample.

Let N be the number of nodes and let A be the adjacency matrix of the network, such that
Aﬁ = 1 if there is an edge fromj to i/, and O otherwise. For each gene j, Let fj be its absolute
log2-fold change in expression in the tumor and degi be its in-degree. Similarly to

PageRank, the algorithm iteratively ranks j according to the formula:

aly)
it = =dy)fi+dy )y 7
=1

¢
3il's
€3gi

t
where "j is the rank (score) of gene j in iteration t and d]_ is a damping factor. "o = [is

initialized according to the differential expression. While PageRank uses two constant
damping factors, one for all nodes with positive in-degree and one for all other nodes,
DawnRank uses an individual damping factor for each gene, which depends on its
connectivity. For gene j:

deg;

1= gy

The higher the in-degree is, the higher the damping factor is and more connectivity
information is incorporated into the ranking. In order to set a default value to y, the genes of
100 random patients were ranked with various values of y, and the ranking of known drivers

was tested. The chosen value is u = 3.

The iterations stop when the overall difference between two consecutive iterations is below a

certain threshold:
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Here, the threshold is set to 0.001. The output is a ranked list of driver genes according to

the scores of mutated genes in the final vector r

2.1.2. SCS

SCS (Single-sample Controller Strategy) [26] uses a network control strategy in order to
detect and rank driver genes in individuals. The algorithm builds personalized networks
based on a directed PPI network, normal gene expression data, tumor gene expression data
and gene mutation indications, and attempts to reveal a small set of mutated genes that
cause the transition from the normal state to the cancerous state. Mutated genes act as
controllers and DEGs (differentially expressed genes) act as targets in the network. The

main steps of SCS are personalized network construction and driver genes detection.

Personalized network construction:

First, the algorithm computes the log2-fold change of each gene out of the paired
normal-tumor expression data. Genes with an absolute score greater than 1 are declared as
DEGs and a +1 or -1 value is assigned to them, depending on their fold change sign. Then,
the Random Walker with Restart algorithm (RWR) generates probabilities of reaching every

node in the PPI network by paths starting from the mutated nodes. Revisiting the initial

nodes is allowed. Let ?' be a vector in which the i"" element holds the probability that the i"
gene is reached from the set of initial nodes after ¢ steps. Let r be the restart probability with
a default value of 0.6 and let W be the column-normalized adjacency matrix of the PPI

network. The RWR formula for transition probabilities at time t+1 is:

pt+1 — (1 _ T’)Wpt + T,p()

Assuming that there are k mutated genes, ?” holds the probability of% for each mutated

gene and the probability of 0 for other genes. The RWR algorithm iterates until it reaches a
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stationary state, defined by a difference below a predefined threshold between P and P,

The threshold used in SCSis 10 °.

In order to detect nodes with significant reaching probabilities, the RWR computation is done
for additional 100 random networks that are degree preserving. This forms a background
distribution of the walk probability for each node. Let P: be the stationary probability
obtained by the original network and let S D; be the simulated distribution for node i. A
z-score is computed as follows:

pi — mean(SD;)

i

P-values are calculated for all genes based on their z-scores. A personalized network is
constructed from the significant genes with p-value<0.05, the mutated genes and the

interactions between them.

Driver genes detection:

Next, network control principles are used to detect a minimal set of mutated genes that are
linked to DEGs. Instead of using the whole network, the algorithm applies the CTC
(Constrained Target Controllability) concept to detect driver genes out of a constrained
subset of nodes. The constrained control nodes are mutated genes and the target nodes are
DEGs. A greedy algorithm identifies the target controllable subsystem of each mutated gene

and the related paths, by the following steps:

|.  Abipartite graph is built with the set of nodes Bo = Lo U Ro, where Ro are the
target nodes, Lo are their neighbors and the edge set is the bipartite edges between
them. A maximum matching is computed using the Hopcroft-Karp algorithm. For
each target gene, its matched node is recorded as belonging to the path that ends
with it. Then, the algorithm iterates over i starting from i=1, sets i to be the set of

nodes from Li—1 that were matched, sets Li to be their neighbors, performs
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maximum matching and records the matched nodes in the aggregated target paths.

The process ends when Li = 0.

II.  Another bipartite graph is built with the set of nodes M U D, where M is the set of
mutated genes and D is the set of DEGs. For each pair m € M, d € D, there is an
edge between them if m belongs to the previously computed path to d. Then, an
LP-based classic branch and bound method is applied to solve the minimum set
cover problem, where the set is contained in M and covers D. The genes in this set

are called drivers.

1. In order to weight the detected drivers, SCS creates a consensus module for each
mutation out of the personalized network. It runs 1000 iterations in which a random
process replaces some of the edges found in the maximum matching process (I) by
other edges from the personalized network. Then, new control paths between
mutated genes and DEGs are extracted. The consensus module of each driver
gene is composed of all edges that were found in these control paths in all iterations.
Each edge is weighted according to its frequency in the experiments. Finally, drivers

are ranked by the sum of edge weights in their modules.

2.1.3. PRODIGY

PRODIGY (Personalized Ranking of Drlver Genes analYsis) [27] ranks driver genes in
individual patients according to their overall influence on known biological pathways.
Influence scores are derived from gene expression profiles using the Prize Collecting Steiner

Tree method (PCST) [28].

For each patient, PRODIGY takes as input its gene expression profile and a binary indication
of whether each gene underwent a single nucleotide variation or not. Mutated genes are

driver gene candidates. In addition, the algorithm uses a set of biological pathways and a
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PPI network. In the first stage, a differential expression analysis is performed using the
DeSEQ2 R library. The expression profile of each gene is compared to a background set of
normal samples from the cohort and its log2-fold change is measured. Genes that pass an
input threshold B and have a significantly different expression at FDR <y are recorded as
DEGs. Then, hypergeometric tests are performed to extract deregulated pathways. For each
biological pathway, the set of genes that compose it is tested for significant enrichment with
the detected DEGs at FDR < . The default parameters for the pre-processing stage are

B=2,v7v=0=0.05

In the main part of the algorithm, influence scores are calculated for each pair of a
deregulated pathway p and a mutated gene g. This includes a new network construction and

a PCST computation. The process is presented in Figure 6.

Pathway-gene network construction:
Let G» = (Vb E) be the network of p and G = (V,E,W) pe the input PPI network. Both

networks are undirected. A joint pathway-gene network Gpg = Vg Epg Whg, Frg) is

constructed, where:
e The set of nodes is:

Vp,g:VLUQUN(VpUQ)

where S is a subset of V and Ns is the set of neighbors of S in GG. These are the

pathway nodes, the gene node and their first neighbors in G.
e The set of edges is:
E

pg = Ep U{(u,v) |u,v € V,, and (u,v) € E}

These are the pathway edges with the addition of edges in the PPI network that

connect other nodes in th.
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e Edge weights are referred to as costs and set as follows:

_Jo1 (u,v) €FE

W pg(u,v)= ’ / P

pio(u.v) {1—W(u,’u), otherwise

The cost of each pathway edge is 0.1. For other edges, the cost depends on their
weight in the PPI network which represents their confidence level. The higher the
confidence of an edge, the lower its cost. The maximum weight of an edge in the PPI
network is 0.8, resulting in a minimum cost of 0.2. This gives an advantage to

pathway edges as they always cost less.

e Node weights are referred to as prizes and set as follows:

_Jlog([FC(v)|)|, v eDEG NVp
vag_ o .
—degree(v) , otherwise

The prize for each DEG that belongs to the pathway is the absolute value of log2-fold
change, which reflects the extent to which this node is differentially expressed. Other
nodes get negative prizes that depend on their degree in the PPl network. This way
hub nodes that have high degrees and have more connections are more severely

penalized. The penalties are controlled by a parameter with a default value of 0.05.

Influence score computation:

The influence score of g on p is calculated with the Prize Collecting Steiner Tree method

(PCST). The goal is to find a subtree of Gh.g rooted at g that maximizes the sum of collected

prize nodes while paying as little cost on edges as possible. This way, DEGs are collected

along with intermediate nodes with high confidence connections. The optimal tree Topt

determines the influence of 9 in pathway »:

infl(g,p) = Score(T,p) = maX{Z P(v) — Z W(u,v) | T isasubtreeof G4 that contains g}

veV (u,v)eET
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Pathways for which more than half of the genes have positive scores are excluded, since

these are mainly long pathways that could contain many deregulated genes by chance.

Let DP be the set of deregulated pathways. The overall influence score of g is given by:

infl(g) = Y _ infl(g,p)

p'eEDP

In the last stage of the algorithm, drivers are defined as genes with positive influence scores.

They are ranked from most to least influential and returned to the user.

A Patient-specific data Interaction data B
Mutated gene
4 O Global network & & & g
Differentially expressed Pathway —— — ! ! ! !
genes (DEGs) ‘ P

| Px

(root)
Influence score

Rank genes by

e O Non-DEGin pathway aggregated impact

O Notin pathway Output: 1 2 3 w N

G, G G | . | G,

Figure 6: Outline of Prodigy’s approach. (A) A pathway-gene network construction with node prizes and edge
costs. The goal is to find a maximum weight subtree in the network rooted at the mutated gene. Its weight is the
score of the PCST solution. In this example, the subtree marked by orange dotted lines is the PCST solution, of
score 9-3a. (B) After calculating the scores for all pairs (p, g), an influence score is computed for each gene by its
aggregated effect on all pathways. The final output is a ranked list of genes according to these scores. Source:

Dinstag et al. [27].
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2.1.4. IMCDriver

IMCDriver [29] detects and ranks driver genes in individuals based on functional similarity
scores between patients, using prior information on known driver genes. The inputs per
cancer cohort are somatic point mutation data, gene expression data, a PPI network and
known driver genes. Then it trains an Inductive Matrix Completion (IMC) model to prioritize

mutated genes in a new unseen sample.

Preprocessing and association matrices construction:

In the first stage, the algorithm removes driver candidates that are less likely to influence the
expression of downstream genes. For each gene in each sample, the z-score of its
expression is calculated relative to the background distribution of its expression across all
samples. Genes with |z-score| > 2.0 are called outlying genes and mutated genes that are
not directly linked to them in the PPI network are filtered out. Then, two association matrices

N

are constructed; A’ € RNsXNs is the mutated gene-sample association matrix, where

/ —
Aij = Lif the i gene is mutated in the j sample and 0 otherwise. A € RYoXM: is the
driver-sample association matrix, where Aij = Lif the it gene belongs to the NCG collection

of known driver genes [14] and it is mutated in the j" sample, otherwise Aij =0 This allows

paying more attention to known driver genes in the personalized analysis.

Computing similarity between genes/samples:
Next, functional similarities between genes and between samples are computed using the
Gaussian interaction profile kernel similarity. The similarity score between sample si; and

sample ; is given by:

Gs(si,s5) = exp(—y || IP(s;) — IP(s;) ||?)

where 1 P(5:) is the i column of matrix A’, which represents the mutational profile of genes

in sample i. 71 controls the kernel bandwidth and is set to be:
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m

M= ™m
Zi:l || 1P(s;) |2

where m is the number of samples. The similarity score between gene 9i and gene 9 is

computed in the same manner, while replacing IP(s;), IP(s;) with 1P (9:), 1P(9;) to be

the i™ and the j" rows of A’.

Similarity scores are computed in this way for all pairs of genes and all pairs of samples and

NgX N, NsX N

stored in Xorig € R7777 gng Yorig € R , respectively. In order to reduce the
computational time and capture the most prominent similarity features, Xorig and Yorig are
transformed into X € R/7*No Y € RF*Ne 6ing the PCA dimensionality reduction method.

fs and f were set to 100 in this study, since the top 100 eigenvectors captured more than

95% of the variance of X and Y.

Implementing IMC to identify personalized driver genes:

In the main part of the algorithm, an Inductive Matrix Completion (IMC) model is trained with
the functional similarity matrices to reveal driver genes in individual patients. This process
transforms the driver-sample association matrix A into a low-rank matrix 2, that is later
used to infer unknown driver-sample relationships along with the recovery of known

relationships.

As illustrated in Figure 7, the goal is to obtain matrices W € R7**", I € R*¥"

comprise Z = W H” and solve the following optimization problem:

. _1 T~ T2 A1 2 A2 2
min J(W, H) = S||A = XWH Y [p + S |IWl[p + 5|1 H][F

d H% is the Frobenius norm of a matrix. W

where A1, A2 are regularization parameters,

and H are matrices with r columns. In this paper, » was optimized to be 100 and A1, Ao

were set to be 1 following previous works.
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The optimization function is non-convex. Therefore, the problem is solved using the
alternating minimization strategy that fixes H and W in turns and computes the matrices
separately. Specifically, H and W are initialized with random non-negative values and

updated iteratively in two consecutive steps:

(YTATXW)jk
I) Hj < Hjy, (YTYHWTXTXW + Mo H) jx
(XTAY H) g,
1) Wi < Wi
) Wi = Wik (XTXWHTYTY H + MW )i

The iterations terminate when || A — XWHTYT H% < €. Here, ¢ = 107°.

Finally, driver scores are computed for every mutated gene in a given sample. Let i’ be an

unseen sample. Given its gene mutation profile, the algorithm computes its similarity scores

vector Y7 with Gs(Sjq) for 1 < q < N, (see previous step). Then, the driver score of every

mutated gene Yi is computed as follows:
score(i,j') = X WHTY}
The output is the list of genes ranked according to their scores.

This work was tested using the leave-one-out cross-validation (LOOCYV) test, where in each
iteration the model was trained using all samples but one. Results were evaluated using the

precision, recall and F1 metrics.
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Figure 7: IMC algorithm is used to optimize W and H to predict scores of personalized mutated genes. Source:

Zhang et al. [29].

2.2. GISTIC2.0 method for CNV analysis

GISTIC2.0 [18] identifies copy number altered regions in individual genomes of cancer
patients and lists the genes that lie within them. The inputs are CEL files that are created by
Affymetrix DNA microarray image analysis software. In the first step of the algorithm, these
files are processed into segmented copy number profiles using a circular binary
segmentation process [30]. Then, a series of computations is performed to detect and
classify the underlying somatic events. We describe here main parts of the algorithm that

were used in our work.

SCNAs deconstruction:

SCNAs (somatic copy number alterations) cannot be directly deduced from segmented copy
number profiles since they may overlap. To this end, the novel ZD algorithm (‘Ziggurat
Deconstruction’) was developed as part of GISTIC2.0. Given an observed chromosomal
segmentation profile o. and a set of proposed SCNA histories H, the algorithm searches for

the history with the maximum likelihood as follows:

hi = argmax{Pr(oc|he) + penalty(he)}

The penalty is determined by the complexity of the model using the Bayesian Information
Criterion. The probability of the history could be expressed as follows, since SCNAs are

assumed to occur independently:

Pr(oc|he) = H Pr(e;) = H fli, a;)

e; che e; che
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The probability of the i"" SCNA ¢; is expressed with a function [ and depends on its length /;
and its amplitude a:. All probabilities are initialized using the assumptions that each copy
number breakpoint represents a single alteration and that copy humber gains are never
followed by copy number losses (and vice versa). This implies that events of larger
amplitude occurred later and allows a backwards inference of the deconstruction. In each
iteration, the probability of each SCNA is computed followed by the most likely history of
events. This procedure ends with a list of individual SCNAs along with their amplitude and

length.

Scoring SCNAa according to likelihood of occuring by chance:

The algorithm uses a framework to score regions of the genome by the probability that the
SCNAs within them did not occur by chance alone. The main interest is in focal SCNAs
rather than chromosomal-arm-level events, since the influence of the latter on cancer

progression is unclear. Nonetheless, focal and arm-level events might depend on each other.

Let Bi = {b1,b2, ..} be arm-level SCNAs and £i = {/f1, /2, -} be focal SCNASs that cover
marker i in the genome. Assuming that focal events are independent, the focal GISTIC score
FG; of marker i is defined as:

FG; = —In(Pr(F|B;)) = —ln(H Pr(f|B;)) = — Z In(Pr(f|B;))

feEF; feF;

Given the length and the amplitude of a focal event, its probability can be estimated by the
frequency of other focal events of the same length, amplitude and arm-level event relations.
However, focal events containing driver genes tend to be of shorter lengths and higher
amplitudes, suggesting that they might compose a biased reference set and each of them
could be underestimated. The algorithm formulates alternative computations based on two
observations made on a large dataset of more than 3000 patients with various types of
cancer. First, it was shown that the frequency of focal events of all lengths is roughly

constant, except for the shortest lengths that tend to match driver gene events. Second, the
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frequency of focal events decreases exponentially with their amplitude, which is the change

in copy number units. The proposed null model for the probability of a focal event [ with

amplitude A is therefore:
Pr(f) = f(A) = ae™

where @ € {Qamp, Qe } is a positive scaling parameter that is derived from all amplifications

or deletions across the samples, in accordance with the focal event type.

Finally, the distribution of total focal event amplitudes as a function of total arm-level event
amplitudes was drawn. Focal amplifications appear to be independent of arm-level
amplifications, while focal deletions are strongly dependent on arm-level deletions. Let B be
the copy number change of the underlying arm-level deletion, which could rarely exceed 1.

Then the null model for the conditional probability of focal events is given by:

(

aampe’a“mpA, if A>0
Pr(f|B) =< (1+ B)agge*, if A<0 and B > —1

€Qgere®ded, if A<0 and B < —1

These probabilities are computed for each sample and summed up to generate the
underlying distribution. Then, the algorithm computes F'G; scores and SCNA p-values with
a correction for multiple testing using the Benjamini-Hochberg FDR method. Significant

markers are recorded.

In addition to marker SCNA scores, GISTIC2.0 computes gene SCNA scores. These scores

account for all the events that affect a single gene. Let I be the group of loci that fall within

the genomic region of gene g. For each sample, the probability of a focal event Jo that

includes g given arm-level events is calculated as:
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Pr(fy|B) = min Pr(fi| B)

The logarithms of these gene probabilities are summed up over independent samples to
generate a background distribution of gene scores. Then, statistically significant genes are

recorded based on their focal event frequency.

Labeling gene SCNAs
GISTIC2.0 further classifies gene SCNAs according to the following categories: -2’
represents homozygous deletion events, -1’ represents single copy deletions, ‘1’ represents

low-level amplification and ‘2’ represents high-level amplification.

1" and ‘+1’ values are assigned to events that exceed an input low-level threshold that
accounts for noise. It is typically equal to the absolute amplitude of 0.1 or 0.3. As for -2’ and
‘+2’ categories, high-level thresholds are computed individually on a sample-by-sample
basis. They are the median amplitudes of observed arm-level deletions or arm-level

amplifications in each sample.

2.3. Phylogenetic trees

As elaborated in the “Evolution of Cancer" chapter under “Computational Background”,
cancer development follows a Darwinian model. It can be described by chains of mutational
events that cause the formation of new cell subclones out of an initial clone of
non-cancerous cells. A convenient and unified representation of these chains is obtained by
the construction of phylogenetic trees. For each cancer case, the root node represents the
set of mutations that are present in the initial colony of cancer cells, emerging from a normal
cell population. Every other node contains mutations that were added on top of those in its
parent node, in the cell population corresponding to that subclone. This provides an

evolutionary model, in which ancestor node mutations occur earlier than their descendant

29


https://www.codecogs.com/eqnedit.php?latex=Pr(f_g%20%7C%20B)%3D%5Cmin_%7Bi%20%5Cin%20I%7DPr(f_i%20%7C%20B)#0

mutations. The model assumes that mutations are not reverted in evolution. In every node
some mutations are drivers that encourage cell growth, while others are passengers that
occurred simultaneously by chance. It is reasonable to speculate that mutations in higher
nodes are more likely to be drivers, since they are common to more cancerous cells and can

explain their abnormality.

2.3.1. VAF and CCF

VAF (Variant Allele Frequency) is a raw calculation of the percentage of cells that carry a

specific variant. The count of a variant is the number of reads the contain it. For allele a,

given its reference counts ¢-7 ef-count and alternative counts ¢_alt_count that were

obtained by genome sequencing of a cell population, the VAF value is computed as:

t_alt_count

VAF(a) =

t_ref_count + t_alt_count

In normal cells, VAF measures diploid zygosity, where heterozygous loci should have values
near 0.5 and homozygous loci should have values near 1. In cancer studies, VAF is used to
estimate the extent to which a mutation has spread in a population of cancer cells. Given a

point somatic mutation m, we generalize the VAF definition to refer to its mutated and

reference alleles.It follows that VA (m) represents the percentage of mutated alleles

within the cells. Since cancer subclones emerge along the tissue development, the larger

VAF(m) is, the more likely it is that m occurred early in the evolution.

CCF (Cancer Cell Fraction) is an estimation of the percentage of cancer cells (rather than
alleles) that share each mutation while accounting for read count inaccuracies. CCF values
are not directly measured out of bulk sequencing data, but inferred out of read counts. They
are inferred from cancer phylogenetic trees, where the set of all mutations represented by

the same node share the same CCF value. In particular, root node mutations have a CCF
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value of 1 as they are common to all cells. We represent in the next section the PhyloWGS
algorithm [37], which computes phylogenetic trees and provides CCF values of the

mutations they represent.

2.3.2. PhyloWGS

PhyloWGS [37] reconstructs cancer phylogenetic trees based on whole-genome sequencing
data of bulk tumor samples. It is one of the first reconstruction methods to account for both
SNV and CNV mutations.

Typically, methods for SNV-based tree reconstruction [38,39,40] cluster SNVs by fitting
statistical mixture models based on VAF values. The clusters form nodes, and a tree is
constructed according to the following assumptions on tumor evolution: 1) The infinite sites
assumption, suggesting that each SNV occurs once in the evolution; 2) Strong parsimony,
according to which a small number of subpopulations are still present among the cells,
suggesting that the number of branch points where the parental subpopulation has a zero
frequency should be maximized; 3) Weak parsimony for clusters, suggesting that all SNVs
within a VAF cluster are assigned to the same mutation set. Figure 8 exemplifies an
SNV-based tree reconstruction that is based on VAF clusters and could be obtained by one

of the reconstruction methods.

Unlike previous methods, PhyloWGS does not assume that a single tree is to be
reconstructed. Instead, it may output multiple trees with their probabilities. VAF clustering

and tree reconstructions are performed concurrently.

A CNV-based tree reconstruction is a much more difficult problem. The infinite site

assumption is often invalid. In addition, there can be more than one solution to the equation

for the percentage of mutated cells ¢ and the new copy number C' from an observed

non-normal copy number z:
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x=¢C+ (1—¢)2
Most CNV-based methods only account for clonal CNVs or a small number of

subpopulations [41,42].
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Figure 8: The development of intratumor heterogeneity and SNV-based subclonal reconstruction. (i) Tumor
composition over time. Each color corresponds to a subclone and its relative frequency changes over time. The
set of all mutations in a subclone is shown inside the node. (ii) The resulting distribution of variant allele
frequencies (VAFs). (iii) The result of successful inference of the VAF clusters. (iiii) The desired output of

subclonal inference. Source: PhyloWGS [37]

The PhyloSub model for SNV-based reconstruction:
PhyloWGS is based on PhyloSub [39], a previous method for phylogenetic tree

reconstruction from SNV data. For a variable genomic position i, let @: be its reference
allele count and b: be its variant allele count. d; = a; + b; is its total allele count. Let /i be
the probability of sampling a reference allele from the reference population and 1% be the
probability of sampling a reference allele from the variant population. I and Hi depend on

r . . .
the error rate of the sequencer. #; ~1 since all alleles in the reference population are not
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mutated, while 14 ~0.5 since half of the alleles in the reference population are mutated and

half are not. Let N be the number of SNVs. PhyloSub generates all SNV population

frequencies {Qﬁz‘}f\; using the Tree-Structured Stick Breaking method (TSSB) [43]. This
process produces a discrete set of frequencies out of a prior probability distribution over all
SNV frequencies, where the set matches the nodes of an evolutionary tree structure model.

The tree structure is obtained using a base distribution H that is updated during the

process. For the root node, it is Ui form(0,1) and for every other node v it is

Uni form(0, dparent(v) =2 wesiblings(v) Pw) o and 7 are parameters that control its height

and depth. Then, the generative model for allelic count observations is given by:

¢~ TSSB(a,y,H); ¢i~<

a; | d;, Qgiy [TANTHES Binomial(di, (1 - ng)/i: + ngﬂf)

where < is the prior distribution generated in the TSSB process.

PhyloWGS model for CNV integration:

The relationship between SNVs and their VAF values is complicated when there is an
overlapping CNV event. For instance, if an SNV occurred prior to its segment duplication, its
observed variant allele count would be two times higher than expected, resulting in a higher
VAF value. To this end, PhyloWGS attempts to fix VAFs of SNVs according to overlapping

CNVs, and builds a unified phylogenetic tree of both mutation types.

For each CNV J that does not overlap any SNV, a pseudo-SNV is created. Let Cj be its
altered copy number, i be its population frequency, i be its maternal copy number and

P
Cj be its paternal copy number. The pseudo-SNV is represented as a heterozygous binary

SNV, where the population frequency is equal to ¢j, the read depth dj = a; +b; depends
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&,
= d. 2
on the evidence supporting the CNV and the alternative read depth is 7 72 . The VAF
b; ¢~j
value @ 1 b; is approximated to be 2 . In the first stage, the TSSB process is used to build

a phylogenetic tree out of real SNVs and pseudo-SNVs, as described in the PhyloSub

section.

The final step is correcting VAF values of real SNVs. For a subpopulation « that is

represented by a node in the tree, let "lu be its proportion out of the entire cell population. "
could be computed based on the frequency of its mutations ¢~u and its children in the tree, in
a tree ascending procedure. For instance, let A be a parent node with ¢~A =1 and two

children nodes: B with 5 = 0.2 and C with c = 0.5. Then we set the node subpopulation
proportions to be 75 = 0.2,¢ = 0.5,74 =1 — 0.2 — 0.5 = 0.3, Using these proportions,
the number of reference and variant allele copies could be computed while accounting for

CNVs as described next, resulting in new VAF values.

Let Vi, Vi’ be the number of reference and variant copies of allele 7. The algorithm

initializes Vi + Vi to be equal to 0 and updates these values while ascending up the tree.
Each node in the tree represents a subpopulation that either contains or lacks this SNV. For
each SNV i, the algorithm ascends from the leaves to the root and updates the number of

its copies as follows:

e If the current node population u does not contain SNV : (whether it is affected by a
CNV or not):
N/ < N +n,C;,
N! < N/ +0

e If the current node population « contains SNV 4, but is not affected by a CNV or is

affected by a CNV that occurred before the SNV:
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N] < N] +n, - maz(0,C; — 1),
N}/ < N/ +n,
e If the current node population » contains SNV 7 and is affected by a CNV that
occurred after the SNV (the SNV is on the maternal copy, w.l.0.qg):
N/ < N +n,C?,

Ni & Ny +mCi"
Finally, the new generative model for allelic count observations is given by:
s~ TSSB(a,v, H); 1~

NI(1—e€)+ Nfe)
N} + N;

a; | d;,m;, € ~ Binomial(d,,

where ¢ is the sequencing error probability.

A maximum likelihood solution is used to infer the parameters, and the CCF values

correspond to the frequency of the SNVs represented by the node.
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3. Methods and Results

In this section we describe several test suites, in which we generated patient-specific driver
gene lists using different data types. We show the logics behind the tests, the materials we

used and the results of each suite.

3.1. Driver list evaluation

In order to evaluate each test, we compared the generated results to previous PRODIGY run
results. Originally, PRODIGY ranked only genes that underwent single nucleotide variations
(SNVs) based on DEG-enriched pathways (see “Computational background” section). Here,

we made several changes and aimed to improve the performance.

3.1.1. Gold standards

The main resource we rely on in our evaluations is the COSMIC Cancer Gene Census
(CGC) [13]. This is a collection of experimentally verified cancer driver genes. Each gene is
annotated with the mutation type observed in it, the tumor types it affects and its role in
cancer. The genes are divided into two groups; “Tier 1” is composed of validated drivers with
both known cancer-related functionality and experimental evidence of causing damage upon
mutations. “Tier 2” is composed of genes with high cancer driving potential but no
experimental validations. We use only the first tier as a reference set of known driver genes

and check overlaps with the genes we detect. It contains about 600 genes.

The evaluations are performed with subsets of the CGC collection. We used two levels of

refinement:

e Dirivers that are classified according to the type of mutation that triggers them. Here
we consider: (1) “SNV known drivers”, i.e., genes that undergo point mutations

causing missense mutations or frameshifts, (2) “CNV known drivers”, which undergo
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large amplifications or deletions, and (3) “translocation known genes”, namely genes
involved in translocations.

e Drivers that are annotated with a specific cancer type.

Table 1 summarizes the different mutation types for five cancers.

BLCA BRCA COAD HNSC LUAD All types
SNV known 10 30 38 15 10 248 (37%)
genes
CNV known 7 10 11 5 6 65 (10%)
genes
Translocation - - - - - 314 (47%)
known genes

Table 1: Number of known driver genes from Tier 1 of CGC for each mutation and cancer type. Rows
represent mutations and columns represent cancer types. BLCA - bladder urothelial carcinoma, BRCA -

breast invasive carcinoma, COAD - colon adenocarcinoma, HNSC - head and neck squamous cell carcinoma,

LUAD - lung adenocarcinoma.

In some of the tests we used the Network of Cancer Genes (NCG) [14] of the Ciccarelli
group. Similarly to CGC, it contains about 600 validated driver genes and an additional
collection of candidate driver genes with cancerous indications. We used only the validated

drivers as a reference set.

3.1.2. Performance assessment

The mission of detecting driver genes could be treated as a binary classification problem, in
which we label mutated genes as drivers (“positive”) or non-drivers (“negative”). True
positives (TP) stand for known driver genes that were detected. False positives (FP) stand

for genes that were positively labeled but are not known drivers. False negatives (FN) stand
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for known driver genes that were not detected. Lastly, true negatives (TN) stand for genes

that are not known drivers and were negatively labeled. See Figure 9.

———>mutated genes

known drivers detected drivers

Figure 9: Venn diagram to illustrate the relations between known driver genes and the genes that are labeled as

drivers in our experiments. TN - true negatives, FN - false negatives, TP - true positives, FP - false positives.

We used three types of measurements to assess the driver lists in each test we performed:
e Precision is the percentage of true positive labels out of all positively labeled genes.
That is, the percentage of genes that were detected as drivers and are indeed known

drivers out of all detected genes.

#TP
#TP + #FP

precision =
e Recall is the percentage of true positive labels out of all positive genes, including

those that were mistakenly negatively labeled. That is, the percentage of known

drivers that were detected out of all mutated known driver genes. Importantly, the

latter set is not constant across patients, since it is an intersection of the gold

standard list with the set of a specific patient's mutated genes.

#TP

recall = o s
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e F1 is a combined score that summarizes both precision and recall at once.

f1 __ 2*precision *recall
~  precision + recall

The higher these values are, the more accurate our prediction is.
For each patient, for k=1 to 20, we took the top k genes ranked according to their influence

scores and computed precision, recall and F1 of the resulting set.

3.2. Test suite 1: Copy number variations

Previous studies have shown that copy number variations (CNVs) in DNA segments are
potential contributors to oncogenesis [1,2]. 10% of the known cancer driver genes in CGC
tend to trigger cancer due to large amplifications or deletion events. Analyses of TCGA [16]

patient genomes reveal a great extent of CNVs.

The aforementioned facts led us to test the cancer driving potential of genes that are
involved in CNV events. We used Xena platform [17] to extract the following data for TCGA

patients:

I.  CNV estimates of genomic segments, including the chromosome number, the start
position and the end position. Copy number profiles were measured using the
Affymetrix Genome-Wide Human SNP Array 6.0 platform. Segments were deduced
using a circular binary segmentation [30] and mapped to hg19 genome assembly at

the Broad Institute.

II.  Gene-level copy number estimates, computed using the GISTIC2.0 method [18] from

genomic segment CNVs.

lll.  Thresholded gene-level copy number estimates, computed using the GISTIC2.0
method from genomic segment CNVs. The thresholds are -2,-1,0,1, and 2,

representing homozygous deletion, single copy deletion, diploid normal copy,
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low-level copy number amplification or high-level copy number amplification (see

“Computational Background” section).

The original study using PRODIGY ranked only genes that underwent single nucleotide
variations (SNVs). Here we applied the algorithm to all genes that underwent any type of
copy number change or SNV with the default set of parameters: {network="STRING”,
alpha=0.05, pathwayDB="reactome”, beta=2, gamma=0.05, delta=0.05}. Note that this test
has a different gold standard. When evaluating the list of drivers that resulted from all CNVs
and SNVs as candidates, our gold standards included both SNV and CNV known CGC
genes (see “Gold standards section” under “Methods and Results”). When evaluating the

results of SNV candidates only, we used SNV known genes.

Figure 10 shows Bladder Cancer (BLCA) cohort performance. Other cohorts showed similar
results. There is an increase in the average precision. This is probably due to the extended
set of gold standards that results with a higher probability to intersect with the detected
genes. However, the average recall is very low and as a result, so is the f1 score. The main
reason for the drop in recall is the much larger gold standard: the positive set is the set of all
CGC genes that contain SNV or are part of a CNV in the sample. The number of genes
involved in CNVs is large. For example, for BLCA, the average number of genes with SNVs
is 177 while the average number of genes involved in CNVs is 12212. Similar trend is
observed in other cancers. See also Figure 11, which shows that more than 40% of all

genes are involved in CNVs.

Due to the low performance, we used several approaches to identify driver candidates that
underwent CNVs and have a higher potential of being true drivers according to specific

criteria. These approaches are described in the next sections.

40



BLCA

o
»

i
~

Mutation

—*+ crvBsnv

=+ ony

|

Average precision
o
o

5 10 15 20

Driver set size

Mutation
—+ crvBsny
-

Average recall
o O o O o o
o 5 N w & O

10 15 20

Driver set size

o
w

L S—

o
V]

Mutation
—+ crvBsny

— snv

Average f1
o

o
o

5
wk.—o—*—'—_'—*_' T -
5 10 15 20

Driver set size

Figure 10: PRODIGY performance when the set of candidate drivers is all CNV and SNV genes in comparison to
only SNV genes. Average precision, recall and f1 were measured for x top-scored detected genes in the BLCA

cohort of TCGA, for 1 <x <20

3.2.1. Major CNVs

We call homozygous deletions and high-level amplifications, as detected by GISTIC2, major
CNVs. These events have the potential of causing extensive damage to the cell. Table 2 and
Figure 11 show statistics of major CNVs vs. all CNV events in five TCGA cohorts. They

suggest that testing only major CNVs could filter out a great portion of noise and result with a

refined dataset of higher quality.
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# patients Average Median Max
BLCA 408 2.5% 1.8% 19%
BRCA 1080 2.6% 1.7% 22%
COAD 451 0.8% 0.3% 7%
HNSC 522 1.7% 1.2% 14%
LUAD 516 2.2% 1.4% 1%

Table 2: The average, the median and the maximal percentage of genes that underwent major CNVs out of all
detected CNV genes for patients in five TCGA cohorts. BLCA - bladder urothelial carcinoma, BRCA - breast
invasive carcinoma, COAD - colon adenocarcinoma, HNSC - head and neck squamous cell carcinoma, LUAD -

lung adenocarcinoma.

CNV occurence in 5 TCGA cohorts

60%

50%
40%
30%
20%
10% I I
0% — —
2 1 0 1 2

altered not altered
CNV type genes genes

percentage out of all genes

Figure 11: Percentage of genes that underwent different types of copy number variations in five TCGA cohorts:

BLCA, BRCA, COAD, HNSC and LUAD (see Figure s1 in “Supplementary Material” section for cohort-level
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statistics). -2 - homozygous deletion, -7 - single copy deletion, 0 - normal copy number, 7 - low-level amplification,

2 - high-level amplification. Altered genes are those with any CNV, i.e., type # 0.

We ran PRODIGY with a new collection of altered genes; For each patient, the new driver
gene candidates were those with major CNVs or SNVs. The rest of the algorithm remained
unchanged. We used default parameters. Figure 12 shows the performance for the BLCA
cohort. Other cohorts showed similar results. The precision for the top ranking genes
decreases in comparison to the runs with SNVs only, so fewer detected genes are known
drivers, even though the gold standard increases. The recall and the f1 scores are much
better than when using all CNVs and SNVs, but are still far lower than the scores when
using only SNVs. We conclude that focusing on major CNVs improves the performance and

cleans the signal, but is still inferior to using SNVs only.
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Figure 12: PRODIGY performance when the set of candidate drivers is composed of: (1) major CNVs and SNV
genes, (2) all CNVs and SNVs and (3) SNV genes only. Average precision, recall and f1 were measured for x

top-scored detected genes in the BLCA cohort of TCGA. cnv - all CNVs, mcnv - major CNVs.

3.2.2. Jointly altered genes

We call genes that are within the same altered genomic segment jointly altered genes.
Genes that gain or lose copies in the same event could have a joint effect that may lead to

abnormal processes in the cell.

We used CNV estimates of genomic segments from TCGA patients. The segments are of
various lengths; some consist of hundreds of millions of base pairs, while the median CNV
segment size ranges between 600K and 3M base pairs in the five distinct cancer cohorts
that we analyzed. Figure 13a shows histograms of these lengths per cohort. Long
alterations are clearly rare in comparison to the rest. In order to observe altered segment
lengths more closely, we focused on the segments of length shorter than 1Mbp, those
shorter than 100Kbp, and those shorter than 1Kbp in each cohort. The histograms in Figure
13b show that the amount of segments decreases sharply as lengths are getting longer in
the BLCA cohort. This is true for the other cohorts too (see Figure s2 in “Supplementary
Material” section). Note that Mermel et al. [18] found that the frequency of focal copy number
alterations of all lengths is roughly constant in the background set (see “GISTIC2.0 method
for CNV analysis” under “Computational Background” section). It follows that segments of
shorter lengths are more often detected as not occuring by chance alone. The shorter a
segment is, the less genes it may contain. This further motivated us to extract jointly altered
genes, since when few genes are involved, their influence on cancer progression could be

examined more closely.
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Figure 13a: Distribution of the lengths of all copy number altered segments in basepairs of five cancer cohorts.

Median lengths are inlaid .
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Figure 13b: Distributions of lengths of copy number altered segments in the BLCA cohort. (A) all segment
lengths, (B) segments of length < 1Mbp, (C) segments of length < 100Kbp, (D) segments of length < 1Kbp.

Median lengths are inlaid.

We identified jointly altered genes using the “GenomicRanges” and “GenomicFeatures” R
libraries [19], with hg38 as a reference genome [20]. The chromosome numbers, the start
and the end positions of each segment were passed as inputs. Figure 14 shows the
frequency of segments that carry different numbers of genes. Among all altered segments in
five TCGA cancer cohorts (Figure 14a), 24% contain a single gene. Each set size in the
range of 2 to 50 genes has a frequency of 6% or less. When looking only at 10% of the
segments in each cohort with the highest alteration values (Figure 14b), the high frequency
of segments with a single gene is even more prominent. Among these segments, 70%

consist of a single gene and other set sizes have a maximum frequency of 8%.
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Figure 14: Frequencies of copy number altered segments partitioned by the number of genes they carry in five
TCGA cancer cohorts. (A) all altered segments, (B) The 10% of the segments with highest alteration values from

each cohort.

3.2.3. Solo altered genes

We call genes that lie within copy number altered segments with no other genes solo-genes.
As shown in the previous section, these genes are very frequent among the background set

of all copy number altered genes, especially when looking at segments with high alteration
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values. We suspected that this reveals a positive selection phenomenon and that these

genes may tend to be cancer driver genes.

Table 3 describes altered solo-gene statistics in comparison to genes that underwent SNVs
in the five TCGA cohorts. Solo-genes are less frequent than SNVs. Their median frequency
per patient in one cohort is up to 7 times smaller than the frequency of SNVs. Nevertheless,
their influence on biological pathways could be significant. Moreover, some patients carry

suspected solo-gene mutations and do not carry suspected SNVs.

COAD BRCA BLCA LUAD HNSC
# patients with suspected SNVs 399 980 411 560 506
# patients with solo-genes but 83 124 2 12 24
no SNVs
H patients with SNVs but no 8 4 2 54 6
solo-genes
Solo-genes Average per patient 26 45.7 45 27.7 23.4
Median per patient 20 23 26 19 19
SNVs Average per patientl  342.8 57.6 1771 203.6 110.5
Median per patient 94 29 123 136 77

Table 3: Altered solo-gene statistics in comparison to single nucleotide variations (SNVs) in five TCGA cohorts.

We ran PRODIGY with the set of solo-genes and SNVs as driver candidates. The rest of the
algorithm remained unchanged. We used default parameters. Influence scores were
computed for each candidate and a final ranking was done. Figure 15 shows the

performance on three TCGA cohorts. We compared two runs: one used as input solo-genes
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and SNVs, with SNV and CNV known CGC genes as gold standard (see “Gold standards
section” in “Methods and Results”). The other one used SNV genes as input and SNV known
genes as gold standard. Figure 15a shows the results of both runs. Notably, the
performance remains the same for the bladder cancer cohort, even though the gold standard

set is larger. For the HNSC and LUAD cohorts, results with solo-CNVs were slightly inferior.

Figure 15b shows the evaluation of the same driver lists when using refined gold standards;
For each cancer cohort, the gold standards were CGC genes with SNVs annotated to be
drivers in that particular cancer type. Among SNV and CNV known drivers, these refined
sets were of size 16, 20 and 17 for LUAD, HNSC and BLCA, respectively. Among only SNV
known drivers, the sets were of sizes 10, 15 and 10, respectively. This evaluation shows an
increased performance for the BLCA cohort when using the solo genes in addition to the
SNVs as input. Note that in the first run (Figure 15a) 20% of the genes in the gold standard
(65 out of 313) were annotated with CNV events. In the second run (Figure 15b), 41% of
the genes in the BLCA-specific set (7 out of 17) were annotated with CNV events. The fact
that both evaluations resulted with stable or improved performance, even though the
considered gene sets and the gold standards are notably larger, demonstrates that
incorporating solo-gene candidates adds a valuable level of information rather than noise to
the driver detection process. If solo-genes were not ranked and detected as drivers, we
would expect a drop in recall as shown in Figure 10. The results further suggest that BLCA

cases tend to be affected by solo-gene events more than other cancer cohorts.
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Figure 15: PRODIGY performance when the set of candidate drivers is composed of (1) solo-genes and SNV

genes and (2) only SNV genes. Average precision, recall and f1 were measured for x top-scored detected genes

in the LUAD, HNSC and BLCA cohort of TCGA. (A) Performance when the gold standards are all CNV or a
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combination of CNV and SNV genes from CGC. (B) Performance when the gold standards are restricted to

cancer type-specific genes.

3.3. Test suite 2: Translocations

Genomic segment translocations and gene fusions have the potential of causing expression
abnormalities [1,2]. 47% of the known cancer driver genes in the CGC database [13] are
associated with translocations. Therefore, we wanted to test the cancer driving potential of

these events.

We used The Tumor Fusion Gene Data Portal of The Jackson Laboratory [31], a curated
gene fusions dataset of TCGA patients. This study suggested that the translocation and
fusion of copy number balanced genes is relatively rare. Instead, most fusions are the result
of genomic instabilities. Figure 16 shows fusion frequencies in different TCGA cohorts and
Table 4 lists the average number of fusions among patients who carry these alterations in
five cohorts. In the vast majority of patients, very few fusions were detected and usually only
two to four genes are involved. However, almost half of the CGC genes are annotated with
translocations as we described earlier (Table 1). Therefore, we included both genes involved
in translocations and genes with SNV as input in PRODIGY runs with default parameters.
We also checked the relative position of genes involved in translocations in the ranked lists

to see how dominant they are.
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Figure 16: Frequencies of gene fusions across different TCGA cohorts. Source: Yoshihara., Wang, Torres-Garcia

etal. [31]

Cancer Type # patients Average number of fusions
BLCA 300 3.67
BRCA 838 4.97
COAD 155 1.9
HNSC 342 2.18
LUAD 404 3.63

Table 4: The average number of gene fusions in five TCGA cohorts, as detected by Yoshihara., Wang,

Torres-Garcia et al. [31]

Table 5 contains the number of detected driver genes that underwent translocations and

their relative ranking when combined in the gold standard set with SNV genes. Most runs

resulted with only one translocated driver gene per patient. These drivers were rarely

positioned at the top of the ranked lists. Their median position varies between 8 in the BRCA
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cohort and 24 in the LUAD cohort. We conclude that in spite of their prominence in CGC,

translocations contribute marginally to PRODIGY ranking.

BLCA BRCA COAD HNSC LUAD

Median number of 1 1 1 0 1
translocation drivers

Median rank of 23 8 15 8.5 24
translocation drivers

Percentage of 27% 58% 36% 59% 29%
translocation drivers
that are ranked in
positions 1 to 10

Percentage of 19% 25% 29% 23% 17%
translocation drivers
that are ranked in
positions 11 to 20

Table 5: Statistics and relative ranking of detected driver genes that underwent translocations. The ranking is

when running PRODIGY where the gold standard is SNV genes and genes involved in translocations.

3.4. Test suite 3: Phylogeny-based analysis

As described in the Biological Background section, the earlier a mutation occurred in the
evolution of cells, the higher its node would be in the phylogenetic tree. Cancer Cell Fraction
(CCF) values describe the fraction of cells that carry each mutation in a certain population,
which is correlated with the height of its node in the tree. Mutations that occurred in the

same stage of the cancer evolution share the same CCF value.

A simplified version of CCF is the Variant Allele Frequency (VAF), which is a straight-forward
calculation based on alternative and reference read counts of point mutations in cancerous

cells. For each mutation i:

. #alternative reads count
VAF(i) = #total reads count
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Previous works used mutation VAF or CCF values in the context of cancer driver genes.
Wardell et al. [32] filtered out mutated candidates with VAF values lower than 0.15 when
detecting driver genes in biliary tract cancers. Ok et al. [33] and Metzeler et al. [34] analyzed
VAF values of known driver genes in Acute Myeloid Leukemia patients to support their
dominance in comparison to other mutated genes. Hirsch et al. [35] used VAF values to
deduce CCF values, reconstruct phylogenetic trees and detect driver genes in pediatric liver
cancer. This inspired us to integrate VAF and CCF values in the procedure of driver gene
detection as well, with the logic that early occurring mutations are more likely to play a major
role in further unusual cell growth. We used patient-specific VAF values and phylogenetic
trees and combined them with driver influence scores that are obtained by PRODIGY. We

observed a performance improvement thanks to this combination.

Data extraction:

VAF values were obtained from Mutation Annotation Files (MAF) of TCGA cohorts that were
downloaded from the Genomic Data Commons (GDC) portal [36]. These files contain the

alternative and the reference read counts of each mutation for each patient.

Phylogenetic trees were generated using PhyloWGS Python software [37] (see
“Computational Background” section). The inputs we used are alternative and reference
read count from MAF files. The outputs are Json format files that describe the number of
subclones as nodes in the tree, the sets of mutations that belong to each node, the tree
structure and the cellular prevalence of each subclone. Cellular prevalences are given as the

percentage of cells that contain the mutations represented by each node.

In order to obtain CCF values, we first calculated the sample purity, i.e. the percentage of
cancerous cells in the sample. If the software detects a single tree for the current sample,
meaning that all cells emerge from the same clone (root node), the sample purity is the
cellular prevalence of the root node. Otherwise, it is the sum of all root node cellular

prevalences. Note that the sum of root mutation frequencies is not necessarily equal to 1, as
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the sample may be a mixture of normal and tumor cells, and purity is the fraction of tumor

cells. Next, CCF values of each node were calculated as follows:

CCF (node) = cellular prevalence (node) / purity
All mutations that belong to the same node share its CCF value.
In the rest of this section, we are going to describe our use in the phylogenetic values for

personalized driver genes detection.

3.4.1. Removal of low VAF genes

In order to support the conjecture that driver genes tend to have higher VAF values than
other mutated genes, we compared the two sets on TCGA cohorts. Figure 17 shows the
distribution of VAF values of known mutated drivers in comparison to all mutated genes in
five TCGA cohorts. We analyzed two groups of known CGC drivers; One is all genes with
validated driver SNVs, and the other one is the subset of cancer type-specific drivers (see
“Gold standards” section under “Methods are Results”). All cohorts show higher VAF values
for known driver genes, except for HNSC that shows a similar distribution for all gene
groups. Type-specific drivers have the highest values, especially in the BLCA and BRCA
cohorts where they form a distinctive and separable distribution in comparison to the

background set.
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Inspired by the work of Wardell et al. [32], we removed genes with VAF values lower than
0.15 from the collection of driver candidates for each patient. Table 6 shows the percentage
of disqualified genes out of all candidates. We ran PRODIGY on the reduced gene sets with
default parameters. The performance is similar to the case where we use all gene
candidates, as shown in Figure 18 for the BLCA cohort and in Figure s3 for other TCGA
cohorts. We applied lower and higher VAF removal thresholds for comparison, but no
improvement was obtained. This suggests that such a removal is not refined enough and
causes the loss of eligible candidates. However, the distributions shown in Figure 17

encouraged us to look for other ways to exploit VAF values for driver genes detection

purposes.

BLCA BRCA COAD HNSC LUAD

% genes with 14% 19% 11% 14% 18%
VAF <0.15

Table 6: The percentage of mutated genes with VAF values smaller than 0.15, which were removed from the

driver candidates collection.
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Figure 18: PRODIGY performance when the set of candidate drivers is composed of SNV mutated genes with
VAF 2 0.15 in comparison to all SNV mutated genes. Average precision, recall and f1 were measured for x

top-scored detected genes in the BLCA cohort of TCGA, for 1 < x < 20.

3.4.2. Combined pathway and phylogeny scores

We wished to modify PRODIGY’s driver scores by integrating them with VAF values. First,
the positive scores were normalized to be on the same scale as the VAF values, which are in

range [0, 1]. For each driver, we assigned:

PRODIGY _score(driver)
max (PRODIGY _score(d))

d edrivers

PRODIGY _score(driver) : =

where drivers is the set of genes with positive PRODIGY scores. Then, we created new
scores using two formulas:

1. Forne{2,3,4,5}:

new_score(driver) : = PRODIGY _score(driver) * \[VAF(driver)
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2. Forae{0.5, 0.6, 0.7, 0.8, 0.9}:

new_score(driver) := a * PRODIGY_SCORE(driver) + (1 — a) * VAF(driver)
These combinations rely on PRODIGY scores, while giving priority to mutated genes that are
more frequent across the cells. We generated new scores in five cancer cohorts and
measured precision, recall and f1 to compare them with plain PRODIGY ranking. Best
results were obtained when using the second formula with a = 0.7. As shown in Figure 19,
the performance is improved for all cancer cohorts. The BLCA cohort shows the highest
improvement. When using the first formula, best results were obtained with n = 5, but they

were inferior in comparison to the results using the second formula.
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Figure 19: Driver ranking performance when driver scores are a combination of PRODIGY scores and VAF
values in comparison to plain PRODIGY scores. Average precision, recall and f1 were measured for x top-scored

detected genes in five TCGA cohorts, for 1 < x < 20.

As described in the “Computational Background” section, CCF values represent the fraction
of cancerous cells that share a specific mutation in a phylogenetic-adjusted manner. We
used the PhyloWGS algorithm to compute CCF values based on VAF values in our five
TCGA cancer cohorts, in order to derive new driver scores that incorporate the phylogenetic
aspect. The PhyloWGS algorithm generated a single tree for all patients except for one
LUAD cancer patient, for which two trees were generated. As shown in Figure 20, all
phylogenetic trees are composed of a small number of nodes ranging between 1 and 6,
where most are composed of 3 or 4 nodes. The mutations in each node are represented by
a single CCF value. This allows us to replace the noisy, continuous VAF values for individual
genes with a small categorical set of values, each applied to all mutated genes in the same

tree node..
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Figure 20: Frequencies of phylogenetic tree sizes in five TCGA cancer cohorts: BLCA, BRCA, COAD, HNSC
and LUAD. The trees are patient-specific, as calculated by PhyloWGS with SNV input data. The number of nodes

is also the number of distinct CCF values per patient.

We computed new driver scores that incorporate CCF values rather than VAF values, using
the aforementioned formula:

new_score(driver):= a * PRODIGY_SCORE(driver) + (1 — a) * CCF(driver)

Figure 21A shows F1 scores of the BLCA cohort when using the full gold standard
collection. Other cohort results are in Figure 4s under the “Supplementary Material” section.
In spite of the diversity reduction across different drivers of the same patient, these scores
achieved a similar performance improvement to the VAF incorporated results. Furthermore,
when using cancer type-specific gold standards (see “Driver list evaluation” under “Methods
and Results” section), the improvement seems to be even more significant. Figure 21B

shows F1 scores for our TCGA cohorts when using type-specific gold standards.
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cohorts, for 1 <x <20 or 1 £x < 5. (A) Results when gold standards are the full CGC validated collection. (B)

Results when gold standards are the type-specific subsets.

3.4.3. Clonal mutations analysis

Our analyses above show that drivers tend to have higher CCF values than other mutated
genes, as expected. Furthermore, drivers that initiate the cancerous process are expected to
belong to the root of the phylogenetic tree, since they are among the first to be mutated in
the normal cell population. Genes mutated at the root of a tree are called clonal, and satisfy
CCF(root_gene) = 1 if only one tree is generated for the patient. Otherwise, the sum of root
node CCFs is equal to 1. Since single trees were generated for all patients but one in our

five cohorts, we excluded this patient from our analysis.
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Table 7 describes the fraction of genes with CCF value of 1 per PRODIGY ranking level
across patients. Ranking levels refer to the position of genes in patient driver lists sorted
from highest to lowest influence scores. We can see that ranking levels are closely related to
gene clonality. The fraction of clonal genes is highest for the top ranking level in all cancer
cohorts, and it decreases as the ranking decreases. In other words, clonal drivers tend to

have higher influence values.

Ranking 1 2 3 4 5 6 7 8 9 10
level
BLCA 0.45 0.41 0.39 0.4 0.38 0.35 0.33 | 0.34 | 0.32 | 0.36
BRCA 0.61 0.47 0.44 0.42 0.38 0.4 0.37 0.35 0.35 0.34
COAD 0.53 0.42 0.41 0.36 0.35 0.34 0.36 | 0.33 | 0.37 | 0.31
HNSC 0.42 0.36 0.35 0.3 0.32 0.33 0.3 027 | 0.28 | 0.27
LUAD 0.38 0.34 0.34 0.28 0.3 0.25 0.27 0.29 0.29 0.22

Table 7: The fraction of clonal genes per PRODIGY ranking level across cancer patients.

Bearing this in mind, we ran PRODIGY with default parameters using only clonal genes as
driver candidates. Figure 22 shows the performance for the BLCA cohort as a
representative example. Precision, recall and F1 scores decreased for all cohorts. This
suggests that while clonal drivers tend to have high impact on biological pathways, other
drivers that are mutated later in evolution contribute substantially to cancer progression as

well.
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Figure 22: BLCA driver ranking performance when the set of candidates is composed only of clonal genes in

comparison to all genes.

Note that the set of clonal genes is markedly reduced, containing on average only 34% of all

mutated genes. In view of that, the performance using only them is surprisingly good.

3.4.4. Double layered ranking

In another attempt to combine PRODIGY scores with CCF values, we followed a double
layered ranking. We used PRODIGY scores as a primary ranking and internally sorted gene
subsets with near equal PRODIGY scores by their CCF values. This allows a better
separation of genes that have very similar influence scores but were mutated in different

stages during the cancer evolution.

For each patient, we set a separation threshold € and applied the following steps:
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A. Decreasingly sort genes by their PRODIGY scores in a list l. The
first element in | is I[0].
B. Initialize a new ranked list by new_l = [].
C. Sset i =1, G1 = {l[0]}, prev = score(l[0]) .
D. For each (gene) in | from l[1] to last element:
a. if score(gene) + € < prev:
i. G =G U {gene}
b. if score(gene) + € > prev or (gene) is last element in l:

i. Internally sort GL, by decreasing CCF values.
ii. Append the sorted sublist to new_l.
iii. Assign i =1+ 1, GL, = {gene}
c. prev = score(gene)

E. Return new_l.

We used several ¢ thresholds. Best results were obtained with € = 0. 5. Figure 23 shows
BLCA results. Other cohort results are in Figure 5s. Precision, recall and F1 scores were
higher than the original PRODIGY ranking. However, they were lower than the best results

we achieved with the combined CCF and PRODIGY scores, as described in section 4.4.2.
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to the original PRODIGY ranking and the combined scores of CCF values and PRODIGY.
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4. Discussion

Driver genes trigger or promote cancer through various types of mutations in the genome.
While some of the drivers are well known and studied as they are often mutated among
patients, other driver mutations are less frequent and some are still unknown today. The
latter could also cause abnormal cell growth by affecting key biological processes. In
addition, the mutated genes in a particular patient’s tumor may contain many known drivers,
where only a few of them actually drive the patient’'s tumorigenesis. Knowledge of the
underlying mechanisms and specifically the driver mutations that led to a certain cancer
case allows personalized medical treatment. For this reason, developing algorithms that
process data of individuals in an unbiased manner is a necessity and a mission of high

importance.

This work describes methods to detect patient-specific driver genes and analyses of
mutational data. We performed multiple tests in which we characterized different types of
mutations and attempted to reveal drivers among them. For the most part, we fed the
PRODIGY algorithm [26] with our analyzed data to obtain mutated gene scores and evaluate
input candidates. We obtained an improvement over the original results of PRODIGY, which
used only SNVs, when incorporating considerations of cancer evolution. Using the inferred
cancer phylogenetic trees, we improved the performance of the original PRODIGY with

SNVs. We can further suggest the integration of CNVs in a similar way.

The first methods we introduced aim to create a robust set of driver candidates out of CNV
data. When trying to use the full collection of genes that underwent copy number alterations,
we observed low performance, which suggests that the data is very noisy. This led us to
refine the set of driver candidates. As a first attempt, we examined only copy number
changes of high amplitudes, called major CNVs. When incorporating them alongside SNVs,
the performance increased significantly in comparison to using all CNV candidates, but was

still lower than when using only SNVs. Next, we examined genes that are jointly altered
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within a CNV segment. We observed that 70% of the segments with significant CNVs
contain only a single gene. We termed these as solo-genes and tested them as driver
candidates together with SNVs. The performance remained similar to runs that contained
only SNVs in the BLCA (bladder cancer) cohort of the TCGA, even though the collection of
gold standards for comparison increased by 26%. When narrowing down the list of driver
genes in the gold standard to include only known driver genes associated with BLCA, we
achieved an improvement and outperformed runs containing only SNV candidates. This

demonstrates that incorporating solo-genes might reveal additional true influential drivers.

Next, we examined gene pairs that underwent translocations. Even though translocations
comprise 47% of the known drivers in The COSMIC Cancer Gene Census (CGC), they are
relatively rare among cancer patients in the TCGA cohort. Typically translocations involve
only 2 to 4 genes. When we tested these genes as candidates together with SNVs, their
median position in the ranked drivers list varied from 8 to 24 in five cancer cohorts. Hence, in

spite of their high prevalence in CGC, translocations did not improve our results.

Finally, we used phylogeny to improve the list of obtained SNV driver genes. We introduced
two key mutation frequency estimators: VAF (Variant Allele Frequency), which is the fraction
of variant alleles out of the total counts of a specific mutation, and CCF (Cancer Cell
Fraction), which is the fraction of cells carrying a specific mutation out of all cancer cells.
First, since drivers tend to occur early in the evolution of cancer and therefore may have
higher VAF values than many other mutations, we filtered out driver candidates with VAFs
lower than set thresholds. We did not obtain a performance improvement, suggesting that
genes with low VAFs are eligible driver candidates. Instead, we generated gene scores that
combined both VAF and PRODIGY influence scores. This combination led to a
breakthrough; We noticed performance improvements in comparison to plain PRODIGY runs
in all cancer types and most prominently in the BLCA cohort. The performance is further
increased when using cancer type-specific gold standards in each of the five cancer cohorts

we examined. As an additional step, we used the PhyloWGS algorithm to obtain
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phylogenetic trees of SNVs in individual patients. These trees enabled the computation of
mutational CCF values. Typically, a single tree with only 1 to 6 subclones was generated,
with the majority of them with 3 or 4 nodes. Still, when creating a combined gene score out
of CCF values and PRODIGY influence scores, the performance improved similarly to the
trend shown with VAF values. This suggests that even though the number of distinct CCF
values is very small for a single patient, these values are meaningful and could improve the
prediction of driver genes. Mutations of higher tree nodes occur earlier in evolution and

indeed tend to be more influential than later occurring mutations.

Other phylogeny related tests included filtering out mutations that are not present in the root
node and a new double-layered ranking method of driver genes, which uses CCF values to
internally sort drivers with similar PRODIGY influence scores. Root drivers removal
decreased the performance. This suggests that highly influential mutations could occur later
in evolution even though most of them occur early, similarly to our observation when
removing genes with low VAF values. In the double-layered ranking method, we first
prioritized genes with high PRODIGY influence scores and then internally sorted them in

bins by CCF values. We did not achieve an improvement.

We performed additional tests to improve driver gene predictions that are not elaborated in
the text. A lot of effort was invested to obtain phylogenetic trees that account for both CNVs
and SNVs rather than only SNVs by PhyloWGS. We wished to incorporate these two types
of mutations and run a unified driver detection algorithm. To this end, we ran the Battenberg
algorithm [44], that generates copy number inputs for the use of PhyloWGS. Unfortunately,
the computational complexity of that algorithm is extremely high and we could not obtain the
outputs in a reasonable time. In another attempt, we narrowed down the list of pathways that
are checked for perturbations by PRODIGY to contain only cancer-related pathways. The
pathways were detected by a hyper-geometric test for enrichment with known cancer driver
genes, both from CGC and NCG driver databases. The results were very similar to the

experiments where all pathways were used.
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Future work could further explore and utilize the phylogenetic relationship of CNV and SNV
events and create an inclusive method to detect drivers using evolutionary aspects. In
addition, the notation of mutual exclusivity of driver genes could be used, where mutations in
different genes within the same pathways could be redundant and cause the same driving

effect.
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Figure s1: Percentage of genes that underwent different types of copy number variations in each of five TCGA
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Distribution of lengths of Copy Number Altered Segments
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Figure 3s: PRODIGY performance when the set of candidate drivers is composed of SNV mutated genes with

VAF = 0.15 in comparison to all SNV mutated genes. Average precision, recall and f1 were measured for x

top-scored detected genes in four cancer cohorts, for 1 < x < 20 (BLCA performance is shown in Figure 18).
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