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Abstract

In an edge modification problem one has to change the edge set of a given graph as little as possible so as to satisfy a certain property. We prove in this paper the NP-hardness of a variety of edge modification problems with respect to some well-studied classes of graphs. These include perfect, chordal, comparability, split, threshold and cluster graphs. We show that some of these problems become polynomial when the input graph has bounded degree. We give a general constant factor approximation algorithm for deletion and editing problems on bounded degree graphs with respect to properties that can be characterized by a finite set of forbidden induced subgraphs. We give an approximation algorithm for Cluster Deletion and Editing. We also prove some combinatorial bounds on the sizes of the minimum completion and deletion sets of a graph.
# Contents

1 Introduction and Summary 6
   1.1 Introduction .................................................. 6
   1.2 Definitions .................................................. 8
   1.3 Previous results ............................................. 11
   1.4 Summary of thesis results .................................... 14
   1.5 Outline of the thesis ......................................... 15

2 NP-Hardness results 16
   2.1 Chain and Chordal Deletion ................................. 16
   2.2 Perfect Modifications ....................................... 19
      2.2.1 Perfect Completion ..................................... 19
      2.2.2 Perfect Deletion ....................................... 22
      2.2.3 Perfect Editing ....................................... 22
   2.3 Comparability Editing ....................................... 25
   2.4 Cluster Deletion ............................................ 30
   2.5 Cograph Deletion and Completion .......................... 30
2.6 Split Graphs Deletion and Completion ........................................ 31

3 Approximation Algorithms ......................................................... 33

3.1 Modification problems on bounded degree graphs for families charac-
  terized by a finite set of forbidden induced subgraphs ....................... 33
  3.1.1 Edge Deletion approximation algorithm ............................... 34
  3.1.2 Edge Editing approximation algorithm ............................... 35
3.2 Cluster Deletion and Editing .................................................. 38
  3.2.1 Cluster Editing ........................................................... 38
  3.2.2 Cluster Deletion ........................................................... 40

4 Polynomial Results On Bounded Degree Graphs .............................. 42

5 Combinatorial bounds on the size of minimum completion sets .......... 44
  5.1 A concrete example for Chordal Completion ............................. 44
  5.2 Random graphs .................................................................. 47
    5.2.1 The minimum chordal completion of a random graph ............. 48
    5.2.2 The minimum perfect graph containing a random graph ......... 51
    5.2.3 The minimum perfect deletion in a random graph ............... 54
Chapter 1

Introduction and Summary

1.1 Introduction

In this thesis we deal with graph modification problems. Modification problems on graphs play an important role in computer science and have applications in several fields, including computer algebra and molecular biology. They include edge completion problems, edge deletion problems, edge editing problems and vertex deletion problems.

We now define the generic problems we shall study in this thesis. All problems are defined below with respect to a family of graphs $\mathcal{F}$ that is not a part of the input. For example, $\mathcal{F}$ can be the set of chordal graphs or the perfect graphs, etc.

The Minimum Completion problem is defined as follows: given an arbitrary graph $G = (V, E)$, find a set of non-edges $F$ such that $|F|$ is minimum, and $G' = (V, E + F) \in \mathcal{F}$, i.e., find a minimum set of edges whose addition to $G$ will form a graph that belongs to $\mathcal{F}$. For a graph $G = (V, E)$, a $k$-completion set for a graph family $\mathcal{F}$ (or an $\mathcal{F}$-$k$-completion) is a set $F$ of at most $k$ edges so that $(V, E + F) \in \mathcal{F}$.

The Minimum Deletion problem is defined as follows: given an arbitrary graph
$G = (V, E)$, find a set of edges $H$ such that $|H|$ is minimum, and $G' = (V, E \setminus H) \in \mathcal{F}$, i.e., find a minimum set of edges $F$ whose removal from $G$ will form a graph that belongs to $\mathcal{F}$. For a graph $G = (V, E)$, a $k$-deletion set for a graph family $\mathcal{F}$ (or an $\mathcal{F}$-$k$-deletion) is a set $F$ of at most $k$ edges so that $(V, E \setminus F) \in \mathcal{F}$.

The Minimum Editing problem is defined as follows: given an arbitrary graph $G = (V, E)$, find a set of non-edges $F$ and a set of edges $H$, such that $|F \cup H|$ is minimum, and $G' = (V, (E + F) \setminus H) \in \mathcal{F}$, i.e., find a minimum set of edges you need to edit (add or delete) such that editing of these edges in the graph $G$ will form a graph that belongs to $\mathcal{F}$. For a graph $G = (V, E)$, a $k$-editing set for a graph family $\mathcal{F}$ (or an $\mathcal{F}$-$k$-editing) is a set $K = F \cup H$ of at most $k$ edges so that $(V, (E + F) \setminus H) \in \mathcal{F}$.

The Minimum Vertex Deletion problem is defined as follows: given an arbitrary graph $G = (V, E)$, find a set of vertices $F$ such that $|F|$ is minimum and the induced subgraph $G_{V \setminus F} = (V \setminus F, E \cap [(V \setminus F) \times (V \setminus F)])$ belongs to $\mathcal{F}$.

In the Maximum Induced Subgraph Problem one wishes to maximize $|V \setminus F|$ rather then to minimize $|F|$. The optimum solutions for both problems give the same graph, but they differ when approximation is sought.

In the sequel, we shall abbreviate “minimum completion problem for property $\mathcal{F}$” to $\mathcal{F}$-Completion. Names of other problems will be abbreviated in the same manner. We shall study, for example, Chordal Completion, Perfect Editing and Chain Deletion.

The importance of edge modification problems is both theoretical and practical. From the theoretical point of view, edge modification problems are natural problems in graph theory. Moreover, several fundamental problems in graph theory, such as maximum matching and max-cut, can be formulated as edge modification problems.

From the practical point of view, edge modification problems have important applications. Chordal Completion, which is also called the minimum fill-in problem, arises in numerically performing a Gaussian elimination on a sparse symmetric matrix, such that a minimum number of new non-zero elements is introduced (see [37, 42]).
Modification problems with respect to interval and proper interval graphs have application in physical mapping of DNA [16, 18]. Cluster graph modification problems arise in numerous application areas where clustering is called for (see, e.g. [5]) . In general, modification problems arise when the input data that is supposed to be represented by an $\mathcal{F}$-graph contains errors. False negative errors correspond to missing edges that should be added, and false positive errors correspond to edges that must be removed. One seeks a solution minimizing the number of errors, allowing one or both kinds of errors.

1.2 Definitions

All graphs in this study are finite and without parallel edges and self loops. Let $G = (V, E)$ denote a graph. For $w \in V$ define $\text{Adj}(w) = \{x | (w, x) \in E\}$. Given a subset $A \subseteq V$ of the vertices, we define the subgraph induced by $A$ to be $G_A = (A, E_A)$, where $E_A = \{(x, y) \in E | x, y \in A\}$.

A subgraph of $G$ is any graph $(A, E')$ obtained by taking $A \subseteq V$ and $E' \subseteq E_A$. If $G$ is a subgraph of $H$ then we shall also say that $H$ is a supergraph of $G$.

The complement of $G$ is the graph $\overline{G} = (V, E)$, $E = \{(x, y) \in V \times V | x \neq y \text{ and } (x, y) \notin E\}$.

A clique in a graph $G$ is a complete induced subgraph. $K_l$ is a clique graph of size $l$. A clique is maximum if there is no clique of $G$ of larger cardinality. $\omega(G)$ is the number of vertices in a maximum clique of $G$.

A stable set or an independent set in a graph is a subset of vertices no two of which are adjacent.

A (proper) $c$-coloring of a graph is a partition of its vertices $V = X_1 + X_2 + \ldots + X_c$ such that each $X_i$ is an independent set. The chromatic number of $G$, denoted $\chi(G)$, is the smallest possible $c$ for which there exists a proper $c$-coloring of $G$. 

8
A graph $G$ is bipartite if $G$ has a 2-coloring, i.e., its vertices can be partitioned into two independent sets.

A sequence of vertices $[v_0, ..., v_k]$ is called a path of length $k$, if $(v_{i-1}, v_i) \in E$ for $i = 1, ..., k$. A path $[v_0, ..., v_k]$ is called simple if $v_i \neq v_j$ for $i \neq j$. A simple path $[v_0, ..., v_k]$ is called chordless if $(v_i, v_j) \in E \Rightarrow |i - j| = 1$. $P_k$ denotes a chordless path on $k$ vertices.

A sequence of vertices $[v_0, ..., v_i]$ is called a cycle of length $l + 1$ if $(v_{i-1}, v_i) \in E$ for $i = 1, ..., l$ and $(v_i, v_0) \in E$. A cycle $[v_0, ..., v_i]$ is called simple if $v_i \neq v_j$ for $i \neq j$. A simple cycle $[v_0, ..., v_i]$ is chordless if $(v_i, v_j) \in E \Rightarrow (|i - j| = 1$ or $|i - j| = l)$. $C_k$ denotes a $k$-vertex chordless cycle.

For a graph $G$ and an integer $l$, $l \ast G$ or $lG$ is the graph formed by $l$ independent copies of the graph $G$.

Let $H$ be a graph. A graph $G$ is called $H$-free if $G$ does not contain any induced copy of $H$. For example: a graph is a clique iff it is $2 \ast K_1$-free. For a family $\mathcal{F}$ of graphs, we say that a graph $G$ is $\mathcal{F}$-free if it is $F$-free for every $F \in \mathcal{F}$.

A family of graphs $\mathcal{F}$ is hereditary if for any graph $G \in \mathcal{F}$ every induced subgraph of $G$ belongs to $\mathcal{F}$.

A graph $G = (V, E)$ is perfect if $\omega(G_A) = \chi(G_A)$ for every $A \subseteq V$.

A graph $G = (V, E)$ is Berge if it contains no induced chordless cycle of odd size and no induced complement of a chordless cycle of odd size.

We will be mainly interested in some graph subclasses of perfect graphs classes or in closely related classes. (For a survey on perfect graphs and for more information about these properties see [17]).

A bipartite graph $G = (P, Q, E)$ is called a chain graph if the vertices of one of the parts, say $P$, can be ordered $v_1, v_2, ..., v_k$ so that $\text{Adj}(v_1) \supseteq \text{Adj}(v_2) \supseteq ... \supseteq \text{Adj}(v_k)$, (recall that $\text{Adj}(v) = \{x \mid (v, x) \in E\}$). This property is called the chain property.
This property is hereditary, as if we remove a vertex from $P$ or $Q$, the chain of containments does not change. For an example of a chain graph see Figure 1.1.

An undirected graph $G$ is called chordal or triangulated if it contains no induced chordless cycle of length greater than three.

An orientation of an undirected graph $G = (V, E)$ is an assignment of a single directed arc $uv$ or $vu$ to each undirected edge $(u, v) \in E$. The resulting directed graph $(V, F)$ is also called an orientation of $G$.

An undirected graph $G = (V, E)$ is a comparability graph, or transitive orientation, if there exists an orientation $(V, F)$ of $G$ satisfying: if $ab, bc \in F$ then $ac \in F$. In that case $F$ is also called a transitive orientation of $G$.

A graph is called a complement reducible graph, or a cograph, if it contains no induced $P_4$ (a path with four vertices).

A graph $G = (V, E)$ is called a split graph if there is a partition $(K, I)$ of $V$, so that $K$ induces a clique and $I$ induces an independent set.

A graph $G = (V, E)$ is called a threshold graph if there is a partition $(V_1, V_2)$ of $V$ such that $G_{V_1}$ is a clique, $G_{V_2}$ is an independent set and the vertices of $V_2$ can be ordered $w_1, w_2, \ldots, w_k$ so that $\text{Adj}(w_1) \supseteq \text{Adj}(w_2) \supseteq \ldots \supseteq \text{Adj}(w_k)$.

A graph $G$ is called a cluster graph if it is a disjoint union of cliques. The cluster property is hereditary.
A family of graphs $\mathcal{F}$ has a **forbidden set characterization** if there is a set $\mathcal{H}$ of graphs such that a graph is in $\mathcal{F}$ iff it does not contain any graph of $\mathcal{H}$ as an induced subgraph. $\mathcal{F}$ has a **finite forbidden set characterization** if $\mathcal{H}$ is finite. It is easy to see that a family of graphs $\mathcal{F}$ is hereditary iff it has a forbidden set characterization.

A graph property is **non trivial** if it is true for infinitely many graphs and false for infinitely many graphs.

### 1.3 Previous results

Yannakakis and Lewis showed that the vertex deletion problem for any non trivial hereditary family of graphs is $NP$-hard [30]. Furthermore Lund and Yannakakis [32] proved that for any non-trivial hereditary property, and for every $\epsilon > 0$, the maximum induced subgraph problem cannot be approximated with ratio $2^{\log^{1/2-\epsilon} n}$ in quasi-polynomial time, unless $\tilde{P} = \tilde{NP}$.

Most of the results obtained so far, concerning edge modification problems, are $NP$-hardness ones. However, unlike the situation for vertex deletion [30], no general hardness results for edge modification is known.

In [42] Yannakakis solved a central open problem dealing with the complexity of Chordal Completion. He showed that this problem is $NP$-complete using a reduction from Chain Completion. The latter problem was proved to be $NP$-complete using a reduction from the optimal linear arrangement problem. As noted in [16] his proof implies that Interval Completion and Unit Interval Completion are also $NP$-complete. Interval Completion was directly shown to be $NP$-complete by Garey et al. (see problem GT35 in [14]) and by Kashiwabara and Fujisawa [29]. Deletion problems on interval graphs and unit interval graphs were proved to be $NP$-complete by Goldberg et al. [16]. Threshold Completion and Deletion were shown to be $NP$-complete in [33]. The hardness of Comparability Completion and Deletion was shown in [41].
and [21] respectively.

Variants of the completion problem, in which the input graph is pre-colored and the objective is to find a supergraph satisfying a specified property, such that it is properly colored by the input coloring, were also shown to be $NP$-complete. Goldberg et al. [16] proved that Colored Unit Interval Completion is $NP$-complete. Golumbic et al. [18] and Fellows et al. [13] proved independently that Colored Interval Completion is $NP$-complete. Bodlaender and de Fluiter [7] strengthened this result by showing that the latter problem is $NP$-complete even if the number of colors is at most 4. They also gave a quadratic algorithm (in the number of vertices) for solving the Colored Interval Completion problem on 3-colored graphs [7]. Colored Chordal Completion was proved by Bodlaender et al. [6] to be $NP$-complete. McMorris et al. [34] showed that this problem is polynomial when the number of colors is fixed.

A generalization of the colored graph completion problems is to find a supergraph satisfying a given property which does not include forbidden edges (which are pre-defined). Problems of this type are called sandwich problems. Golumbic and Shamir [20] proved that the interval sandwich problem is $NP$-complete. Their proof was modified in [18] to prove that the unit interval sandwich problem is also $NP$-complete. Golumbic et al. [19] showed that sandwich problems for chordal graphs, comparability graphs, permutation graphs, circular-arc graphs, and several other families of graphs, are $NP$-complete. They also proved that the sandwich problem is polynomial for split graphs, threshold graphs (this was first shown by Hammer et al. [22]) and other families of graphs.

As for editing problems, the following results were obtained: Chordal Editing was proved to be $NP$-complete by Ben-Dor [4], using a reduction from Chordal Completion; Connected Bipartite Interval (Caterpillar) Editing was proved to be $NP$-complete by Cirino et al. [12]; and Split Editing was solved in polynomial time by Hammer and Simeone [23].
Since most edge modification problems discussed above are $NP$-complete, it is natural to investigate their parametric complexity. Kaplan and Shamir [25] gave a polynomial algorithm for the interval sandwich decision problem restricted to bounded degree input graphs, whenever the solution has bounded clique size or bounded degree. The results in [7] however, imply that the problem of finding an interval sandwich graph with a small clique is hard in the parametric sense, if the parameter is the size of the clique. In [26] Kaplan et al. proved that Chordal Completion and Unit Interval Completion are fixed parameter tractable, where the parameter is the number of edges added. The problem of altering a graph to one having a specified property, by deleting at most $i$ vertices, deleting at most $j$ edges, and adding at most $k$ edges, where $i, j, k$ are fixed integers, was proved by Cai [10] to be fixed parameter tractable for any hereditary property that has a finite forbidden set characterization.

Approximation results for edge modification problems are few. In [12] it was proved that the minimum number of edit operations needed to convert a graph to a caterpillar cannot be approximated in polynomial time to within an additive term of $O(n^{1-\epsilon})$, for $0 < \epsilon < 1$, unless $P = NP$. For Chordal Completion, Agrawal et al. [2] gave a polynomial algorithm that guarantees an approximation factor of $O(\sqrt{d \log^4 |V|})$ for the case that the degree in $G$ is bounded by $d$. They also gave an $O(|E|^{1/4} \log^{3.5} |V|)$ factor polynomial approximation algorithm for the general case. For Interval Completion a polynomial $O(\log^2 |V|)$ approximation algorithm was given by Agrawal et al. in [1]. These algorithms approximate the total number of edges in the supergraph containing $G$ and not the number of modifications.

A polynomial algorithm for Chordal Completion was recently given by Natanzon et al. [35]. The algorithm constructs a triangulation whose size is at most a constant times the optimum size squared for the general case, and an $O(d^{2.5} \log^4 (kd))$ factor for the bounded degree case. A polynomial approximation algorithm achieving an $O(\text{opt})$ ratio is also given in [35] for Chain Completion.
1.4 Summary of thesis results

The thesis has four parts. In the first part we show \( NP \)-hardness of some problems. The results of this part, as well as related results from the literature, are summarized in the following table;

<table>
<thead>
<tr>
<th>graph family problem type</th>
<th>deletion</th>
<th>completion</th>
<th>editing</th>
</tr>
</thead>
<tbody>
<tr>
<td>chain graphs</td>
<td>( NP )-complete [38]</td>
<td>( NP )-complete [42]</td>
<td>open</td>
</tr>
<tr>
<td>chordal graphs</td>
<td>( NP )-complete [38]</td>
<td>( NP )-complete [42]</td>
<td>( NP )-complete [4]</td>
</tr>
<tr>
<td>perfect graphs</td>
<td>( NP )-hard (new)</td>
<td>( NP )-hard (new)</td>
<td>( NP )-hard (new)</td>
</tr>
<tr>
<td>Berge graphs</td>
<td>( NP )-hard (new)</td>
<td>( NP )-hard (new)</td>
<td>( NP )-hard (new)</td>
</tr>
<tr>
<td>comparability graphs</td>
<td>( NP )-complete [21] *</td>
<td>( NP )-complete [42] *</td>
<td>( NP )-complete (new)*</td>
</tr>
<tr>
<td>split graphs</td>
<td>( NP )-complete(new)</td>
<td>( NP )-complete (new)</td>
<td>open</td>
</tr>
<tr>
<td>cographs</td>
<td>( NP )-complete(new)</td>
<td>( NP )-complete (new)</td>
<td>open</td>
</tr>
<tr>
<td>cluster graphs</td>
<td>( NP )-complete (new)</td>
<td>polynomial (trivial)</td>
<td>open</td>
</tr>
</tbody>
</table>

(*) Also: \( NP \)-hard to approximate to within a constant factor (new).

In the second part we give some approximation algorithms. We give a constant factor algorithm for the edge deletion/editing problem for families of graph with finite forbidden set characterization, on graphs with bounded degrees. We also give an \( O(\text{opt}) \) approximation for the Cluster Editing/Deletion problem.

In the third part we give polynomial time algorithms for Chain Editing and Threshold Editing for bounded degree graphs.

In the fourth part we prove some combinatorial bounds on the sizes of the completion and deletion of a graph. We give a simple example of a graph with \( n \) vertices and \( O(n^{1.5}) \) edges whose smallest chordal supergraph contains \( O(n^2) \) edges. We show that the smallest chordal supergraph containing a random graph \( G(n, \frac{1}{\sqrt{n}}) \) has \( \Omega(\frac{n^2}{\log^2(n)}) \).
edges and the smallest perfect graph containing a random graph $G(n, \frac{1}{n^{1/2}})$ has $\Omega(n^{5/2})$ edges. We also show that the minimum perfect deletion set of a random graph $G(n, \frac{1}{n^{2}})$ has $\Omega(n^2)$ edges.

1.5 Outline of the thesis

In chapter 2 we deal with $NP$-hardness of problems. Chapter 3 describes the approximation algorithms. In chapter 4 we give the polynomial time algorithms and chapter 5 deals with the combinatorial results.
Chapter 2

NP-Hardness results

In this chapter we give hardness results for various graph modification problems. We shall omit in the proofs for the arguments for membership in $NP$ and the polynomiality of the reductions as they are standard.

2.1 Chain and Chordal Deletion

The chordal and chain deletion results were first obtained by Sharan [38, 36]. They are repeated for completeness, as the chain results are the basis to many of our subsequent reductions.

We need two simple characterizations of chain graphs.

Claim 2.1 [42] If a bipartite graph is a chain graph, both parts of the graph have the chain property.

Two edges $(i, j), (k, l)$ are independent if the graph induced on $\{ i, j, k, l \}$ is $2K_2$. (see Figure 2.1)
Figure 2.1: $(i, j)$ and $(k, l)$ are independent edges. Solid edges are present, broken lines denote missing edges.

**Theorem 2.2** \cite{42} A bipartite graph is a chain graph iff it does not contain two independent edges.

**Theorem 2.3** \cite{Yannakakis, 1981} Chain Completion is NP-complete.

For a bipartite graph $G = (P, Q, E)$ we define its complement bipartite graph by $\overline{G} = (P, Q, (P \times Q) \setminus E)$.

**Lemma 2.4** A bipartite graph is a chain graph iff its complement bipartite graph is a chain graph.

**Proof.** If $G = (P, Q, E)$ is a chain graph, the vertices in $P$ can be ordered $p_1, ..., p_k$ so that:

$$\text{Adj}(p_1) \supseteq \text{Adj}(p_2) \supseteq ... \supseteq \text{Adj}(p_k)$$

but this is true iff the complement bipartite graph $\overline{G}$ is a chain graph, since

$$\text{Adj}(p_k) \supseteq \text{Adj}(p_{k-1}) \supseteq ... \supseteq \text{Adj}(p_1)$$

in $\overline{G}$. 

**Lemma 2.5** Chain Deletion is NP-complete.
Proof. Reduction from Chain Completion: Given a bipartite graph \( G = (P, Q, E) \) and a constant \( k \), we will form its complement bipartite graph \( \tilde{G} \) and use same constant \( k \). Let \( F \) be a set of edges we remove from \( \tilde{G} \) giving the graph \( G' = (P, Q, (P \times Q) \setminus (E \cup F)) \). By the previous lemma \( G' \) is a chain graph if and only if \( \tilde{G} = (P, Q, E \cup F) \) is a chain graph. Therefore \( F \) is a chain \( k \)-completion set for \( G \) iff it is a chain \( k \)-deletion set for \( \tilde{G} \). □

For a bipartite graph \( G = (P, Q, E) \) we define a new graph \( C(G) = (N, E') \) where \( N = P \cup P' \cup Q \cup Q' \) where \( P', Q' \) are sets of \( k + 1 \) new vertices, and \( E' = E + \{(u, v) | u, v \in P \cup P' \} + \{(u, v) | u \in Q \cup Q' \} \).

Lemma 2.6 \( G \) is a chain graph iff \( C(G) \) is triangulated.

We omit the proof here. A proof of a similar lemma will be given in a next chapter.

Theorem 2.7 Chordal Deletion is \( \text{NP} \)-complete.

Proof. Reduction from Chain Deletion: Given a bipartite graph \( G = (P, Q, E) \) and a constant \( k \), we build the graph \( C(G) \) and give the same constant \( k \). By the previous lemma, if the deletion of a set of edges from \( G \) forms a chain graph, then deletion of the same set of edges in \( C(G) \) gives a chordal graph.

Conversely, suppose \( F \) is a chordal \( k \)-deletion set in \( C(G) \), and suppose \( G' = (P, Q, E \setminus F) \) is not a chain graph: This means that \( G' \) contains two independent edges, namely there are \( p_1, p_2 \in P, q_1, q_2 \in Q \) s.t. \( (p_1, q_1), (p_2, q_2) \in E \setminus F \) and \( (p_1, q_2), (p_2, q_1) \notin E \setminus F \). There are \( k + 1 \) edge-disjoint paths between \( p_1 \) and \( p_2 \) passing through \( P' \). Hence, after deleting \( F \) there is still a vertex \( \hat{p} \in \hat{P} \) connected to \( p_1 \) and \( p_2 \). Similarly, there is still a vertex \( \hat{q} \in \hat{Q} \) connected to \( q_1 \) and \( q_2 \). The cycle \( p_1, \hat{p}_1, p_2, q_2, \hat{q}, q_1 \) contains an induced cycle of length at least four, a contradiction. □
2.2 Perfect Modifications

In this chapter we prove that completion, deletion and editing are all hard for perfect graphs. We need a key property of perfect graphs:

**Theorem 2.8 (The perfect graph theorem) (Lovasz, 1972 [31])** A graph is perfect if and only if its complement is perfect.

We will also use the simple fact that for any odd $k > 1$ $C_k$ and $\bar{C}_k$ are not perfect.

2.2.1 Perfect Completion

**Theorem 2.9** Perfect Completion is $NP$-Hard.

**Proof.** Reduction from Chain Completion: The input is a bipartite graph $G = (P, Q, E)$ and a constant $k$. We use the same constant $k$ and form the following graph: $P(G) = (N, E')$, $N = P \cup Q \cup C$ where

$$C = \{v_{q_1, q_2, i}^1, v_{q_1, q_2, i}^2, v_{q_1, q_2, i}^3 \mid q_1, q_2 \in Q, q_1 \neq q_2, 1 \leq i \leq k + 1\}$$

and $E' = E \cup E_1 \cup E_2$ where

$$E_1 = \{(u, v) \mid u, v \in P\}$$

and

$$E_2 = \{(q_1, v_{q_1, q_2, i}^1), (v_{q_1, q_2, i}^1, v_{q_1, q_2, i}^2), (v_{q_1, q_2, i}^2, v_{q_1, q_2, i}^3), (v_{q_1, q_2, i}^3, q_2) \mid q_1, q_2 \in Q, 1 \leq i \leq k + 1\}.$$ 

For an example of a graph produced by the reduction see Figure 2.2.

**Lemma 2.10** If $G$ is a chain graph then $P(G)$ is a perfect graph.
Figure 2.2: A part of the graph $P(G)$ in the proof of Theorem 2.9

**Proof.** Let $H = (V, \hat{E})$ be an induced subgraph of $P(G)$. We will show that $\omega(H) = \chi(H)$, i.e., the coloring number of $H$ is equal to the size of the maximum clique in $H$. Let $V = V_1 \cup V_2$ such that $V_1 \subseteq P$ and $V_2 \subseteq Q \cup C$. We distinguish two cases:

Case 1: If there is a vertex in $V_2$ which is connected to all the vertices in $V_1$, the clique number of $H$ is at least $|V_1| + 1$ (this vertex and the vertices of $V_1$ form a clique).

We can color $H$ with $|V_1| + 1$ colors in the following way:

1. Color the vertices of $V_1$ with $|V_1|$ colors.
2. Color the vertices that belong to $Q$ with color number $|V_1| + 1$.
3. Color all the vertices of type $v^2_{q_1,q_2,i}$ with color number $|V_1| + 1$.
4. Color all the vertices of types $v^1_{q_1,q_2,i}, v^3_{q_1,q_2,i}$ with color number $|V_1|$.
This is a vertex coloring of $H$ with $|V_1| + 1$ colors, therefore, $\chi(H) \leq \omega(H)$, but since for every graph $G$ $\omega(G) \leq \chi(G)$, we have $\chi(H) = \omega(H)$.

Case 2: If no vertex in $V_2$ is connected to all vertices in $V_1$, the maximum clique size of $H$ is at least $|V_1|$. Since $G$ is a chain graph there is an order $q_1, q_2, \ldots, q_k$ of the vertices of $V_2 \cap Q$ such that $\text{Adj}(q_1) \supseteq \text{Adj}(q_2) \supseteq \ldots \supseteq \text{Adj}(q_k)$. This means that there is a vertex $p$ in $V_1$ such that no vertex in $V_2 \cap Q$ is connected to $p$. We will color the vertices of $H$ with $|V_1|$ colors in the following way:

1. Color the vertices of $V_1$ with $|V_1|$ colors.
2. Color the vertices of $V_2 \cap Q$ with the color of $p$.
3. Color the vertices of type $v_{q_1, q_2}$ with the color of $p$.
4. Color the vertices of types $v_{q_1, q_2}$, $v_{q_1, q_2}$, $v_{q_1, q_2}$ with any color different from $p$.

If $|V_1| > 1$ we used $|V_1|$ colors. If $|V_1| = 1$ or $|V_1| = 0$ we used 2 colors so $\chi(H) = \omega(H)$ if the graph has edges. A graph with no edges is trivially perfect with a clique size 1 and coloring number 1 on any non empty induced subgraph. Therefore, for every induced subgraph $H$ of $P(G)$, $\chi(H) = \omega(H)$ and by definition $P(G)$ is perfect. 

**Lemma 2.11** There is a perfect supergraph of $P(G)$, $Q(G) = (N, E' \cup F)$ such that $|F| \leq k$ iff there is a chain $k$-completion set of $G$. Moreover, every perfect $k$-completion set of $P(G)$ is a chain $k$-completion set of $G$.

**Proof.** ($\iff$) The previous lemma shows that $Q(G)$ is a perfect graph if adding $F$ to $G$ forms a chain graph.

($\Rightarrow$) Suppose $F$ is a perfect $k$-completion set for $P(G)$. Note first that $F \cap (Q \times Q) = \emptyset$ since if $(q_1, q_2) \in F$, $q_1, q_2 \in Q$, then $q_1$ and $q_2$ are incident on $k + 1$ 5-cycles $\{q_1, v_{q_1, q_2}, v_{q_1, q_2}, v_{q_1, q_2}, q_2\}$ for $1 \leq i \leq k + 1$, that cannot all be “destroyed” by the other edges in $F$. Let $F' = F \cap (P \times Q)$. Assume the contrary that $\hat{G} = Q(G)$.
\((P, Q, E \cup F')\) is not a chain graph. Therefore \(\hat{G}\) contains a pair of independent edges: 
\((p_1, q_1), (p_2, q_2)\) such that \(p_1, p_2 \in P\) and \(q_1, q_2 \in Q\). But this means that the graph 
\(Q(G)\) contains an induced \(C_7\): There are \(k + 1\) induced \(C_7\) subgraphs in \(P(G) \cup F'\): 
\[\{(p_1, q_1, v_1^{1,i}, v_2^{1,i}, v_3^{1,i}, q_2, p_2) | 1 \leq i \leq k + 1\}\]

Since \(|F| \leq k\), the only way to “destroy” all the \(k + 1\) \(C_7\)-cycles by adding edges 
from \(F\), is by the edges \((p_1, q_2), (p_2, q_1)\) or \((q_1, q_2)\). The first two edges are disallowed 
by the independence assumption and the last are ruled out by the first note above. ■

This concludes the proof that Perfect Completion is \(NP\)-hard. ■

Note that since the complexity of perfect graph recognition is open this proof does 
not imply \(NP\)-completeness.

2.2.2 Perfect Deletion

**Theorem 2.12** Perfect Deletion is \(NP\)-Hard.

**Proof.** Reduction from Perfect Completion: Given a graph \(G\) and a constant \(k\) we 
form its complement \(\bar{G}\) and use the same constant \(k\).
By the perfect graph theorem, \(H\) is a perfect \(k\)-completion set of \(G\) iff \(\bar{H}\) is a perfect 
\(k\)-deletion set of \(\bar{G}\). ■

2.2.3 Perfect Editing

**Theorem 2.13** Perfect Editing is \(NP\)-Hard.

**Proof.** Reduction from Chain Completion. The reduction is very similar to the 
reduction for Perfect Completion.
Given a bipartite graph \(G = (P, Q, E)\) and a constant \(k\) we use the same constant \(k\)
and form a new graph \( P(G) = (N, \hat{E}) \), \( N = P \cup Q \cup C \cup D \) where

\[
C = \{v^1_{q_1, q_2, i}, v^2_{q_1, q_2, i}, v^3_{q_1, q_2, i} | q_1, q_2 \in Q, q_1 \neq q_2, 1 \leq i \leq k + 1 \}
\]

and

\[
D = \{w^1_{p, q, i}, w^2_{p, q, i}, w^3_{p, q, i} | p \in P, q \in (P \cup Q), p \neq q, 1 \leq i \leq k + 1 \}
\]

\( \hat{E} = E \cup E_1 \cup E_2 \cup E_3 \) where

\[
E_1 = \{(u, v) | u, v \in P \}
\]

and

\[
E_2 = \{(q_1, v^1_{q_1, q_2, i}), (v^1_{q_1, q_2, i}, v^2_{q_1, q_2, i}), (v^2_{q_1, q_2, i}, v^3_{q_1, q_2, i}), (v^3_{q_1, q_2, i}, q_2) | q_1, q_2 \in Q, 1 \leq i \leq k + 1 \}
\]

\[
E_3 = \{(p, w^1_{p, q, i}), (q, w^1_{p, q, i}), (p, w^2_{p, q, i}), (w^2_{p, q, i}, w^3_{q_1, q_2, i}), (w^3_{q_1, q_2, i}, q) | (p, q) \in E_1 \cup E, 1 \leq i \leq k + 1 \}
\]

In words: \( P \) is made a clique, any two \( Q \) vertices are connected by \( k + 1 \) new disjoint 4-paths, and any edge with both ends in \( P \cup Q \) is made a chord in \( k + 1 \) new independent 5-cycles. For an example of the graph generated by the reduction see Figure 2.3.

**Lemma 2.14** If \( G \) is a chain graph then \( P(G) \) is a perfect graph.

**Proof.** The proof is along the lines of the proof Lemma 2.10 for Perfect Completion.

\[\blacksquare\]

**Lemma 2.15** Every perfect \( k \)-editing set \( F \) of \( P(G) \) satisfies \( F \cap E = \emptyset \). Moreover, \( F \cap (P \times Q) \) is a chain \( k \)-completion set for \( G \).

**Proof.** Let \( F \) be a perfect \( k \)-editing set for \( P(G) \) and let the modified graph be \( \hat{P}(G) \). Since each edge in \( E \cup E_1 \) is protected by \( k + 1 \) \( C_5 \)-s, the removal of such an
edge is impossible. In particular, $F \cap E = \emptyset$. Note also that adding an edge to $Q \times Q$ is also impossible, since it would form $k + 1$ $C_5$-s (involving $Q$ and $C$ vertices). Let $F' = F \cap (P \times Q)$. By the above arguments $F' \subseteq (P \times Q) \setminus E$. Suppose $(P, Q, E \cup F')$ is not a chain graph. Then it contains independent edges $(p_1, q_1)$ and $(p_2, q_2)$. But then $p_1, q_1, p_2, q_2$ are part of $k + 1$ $C_7$-s which could not be destroyed in $\hat{P}(G)$, contradicting the assumption that $\hat{P}(G)$ is perfect. ■

In conclusion, there is a perfect $k$-editing of $P(G)$ iff there is a chain $k$-completion of $G$. ■
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Figure 2.3: A part of the graph $P(G)$ in the proof of Theorem 2.13

The proofs for the perfect modification problems also apply for the Berge graph modification problems, therefore we can conclude:

**Theorem 2.16** Berge Graph Deletion, Completion and Editing are NP-hard.
2.3 Comparability Editing

In this chapter we show that Comparability Editing is $NP$-complete, and prove also a hardness approximation result for it.

A cut in a graph $G = (V, E)$ is a partition $(V_1, V_2)$ of $V$, i.e., $V = V_1 \cup V_2$ and $V_1 \cap V_2 = \emptyset$. The weight of a cut $(V_1, V_2)$ is the number of edges $(v, w) \in E$ so that $v \in V_1$ and $w \in V_2$. The Max-Cut problem is to decide, given a graph $G$ and an integer $k$ whether there is a cut whose weight is at least $k$. For an example of a graph with 4 edges and a cut of size 3 see Figure 2.4. The Max-Cut problem is $NP$-complete [15].

Figure 2.4: Max-Cut: In this graph the cut $(\{c\}, \{a, b, d\})$ has weight 3.

**Theorem 2.17** Comparability Editing is $NP$-complete.

**Proof.** Reduction from Max-Cut. Given a graph $G = (V, E)$ and a constant $k$ we use the constant $k_2 = |E| - k$ and form a new graph $C(G) = (N, \hat{E})$ where $N = V \cup E \cup W \cup Q$ and

$$W = \{w^i_v | v \in V, 1 \leq i \leq 4k_2 + 1\}$$

$$Q = \{e_{p,q}^1 | (p, q) \in E\}$$

and $\hat{E} = E_1 \cup E_2$ where

$$E_1 = \{(v, w^i_v) | v \in V, w^i_v \in W, 1 \leq i \leq 4k_2 + 1\}$$
\[ E_2 = \{(v, e^1_{v,w}), (e^1_{v,w}, e_{v,w}), (e_{v,w}, w) | v, w \in V, (v, w) \in E\} \]

(for each \((v, w) \in E\) the choice of which one of \(w, v\) to connect to \(e^1_{v,w}\) is arbitrary).

Here we used \(e_{ab}\) to denote the vertex in \(C(G)\) corresponding to the edge \((a, b)\) in \(G\). In other words, we attach to each original vertex in \(G\) 4\(k_2 + 1\) private neighbors, and replace each original edge by a path of length 3. For an example of a graph obtained by the reduction see Figure 2.5.

![Graph](image)

Figure 2.5: The graph \(C(G)\) built by the reduction applied to the graph of Figure 2.4 with \(k = 3\).

We shall prove that there is a comparability \(k_2\)-editing \(H = (N, R)\) of \(C(G)\) iff there is a cut of weight \(k\) in \(G\).

\((\Rightarrow)\) Suppose \((V_0, V_1)\) is a cut of weight \(k\) in \(G\). For each non-cut edge

\[ e = (v, w) \in ((V_0 \times V_0) \cup (V_1 \times V_1)) \cap E \]

we remove one edge of the corresponding path in \(C(G)\): For the edge \(e = (v, w)\) we remove the edge \((e_{v,w}, e^1_{v,w})\). We removed a total of \(|E| - k\) edges from \(C(G)\). Let
the remaining graph be $Co(G) = (N, \hat{E})$. We will build a transitive orientation of that graph, which implies that this graph is a comparability graph: Orient each arc incident on $v \in V_0$ (resp., $v \in V_1$) out of $v$ (resp., into $v$). Orient the remaining edges along the paths to respect transitivity. The only orientation conflicts may arise if a path is intact (no edge was deleted in it). But then since the vertices at the ends of the path belong to different parts, the orientations along that path are transitive. For an example see Figure 2.6.

![Diagram](image)

Figure 2.6: Orientation of the graph after removal of one edge

$(\iff)$ Suppose $H = (N, R)$ is a comparability graph obtained by $k_2$-editing of $C(G)$. Let $F$ be a transitive orientation of $H$.

**Lemma 2.18** For a vertex $v \in V$ either all arcs in $F$ are incoming into $v$ or they are all outgoing from $v$.

**Proof.** Suppose $H$ was formed by deleting $l_1$ edges and adding $l_2$ edges in $C(G)$. By assumption, $l_1 + l_2 \leq k_2$.
Let $W_1 = (w_v^i \in W | v w_v^i \in F)$, $W_2 = (w_v^i \in W | w_v^i, v \in F)$. Assume that $W_1 \neq \emptyset$ and $W_2 \neq \emptyset$. Since there are $4k_2 + 1$ of the type $(v, w_v^i)$ in $C(G)$, and we deleted at most $l_1$ edges, either $|W_1| > \frac{4k_2 + 1 - l_1}{2}$ or $|W_2| > \frac{4k_2 + 1 - l_1}{2}$. W.l.o.g assume $|W_2| > \frac{4k_2 + 1 - l_1}{2}$, and let $u \in W_1$. Since $uv \in F$ and for all $w \in W_2 \forall w \in F$, by transitivity of the orientation we added at least $\left| \frac{4k_2 + 1 - l_1}{2} \right|$ edges to $H$. But $l_1 + \left| \frac{4k_2 + 1 - l_1}{2} \right| > 2k_2$, a contradiction. ■

Define now a partition $(V_0, V_1)$ of $V$ by letting $V_0$ contain all the vertices incident on incoming arcs in $F$. We shall prove that there are at least $k$ edges in the cut $(V_0, V_1)$: For every edge $(v, w) \in E$ let us look at the set of three edges in the corresponding path

$$\{(v, e_{v,w}^1), (e_{v,w}, c_{v,w}), (c_{v,w}, w)\}$$

There are $|E|$ such pairwise disjoint edge sets. Since we modified at most $|E| - k$ edges from $\hat{E}$, there are at least $k$ such paths that remained untouched, i.e., with no change to the graph induced by the path of vertices. For each such path the edge $(v, w)$ must in the cut $(V_0, V_1)$: Otherwise, $v$ and $w$ are in the same side of the cut, which would form a contradiction to transitivity. ■

Note that the same reduction above with a very similar proof shows that Comparability Completion is $NP$-hard, a fact that was already shown in [21]. The same reduction also shows that Comparability Deletion is $NP$-hard, which was already shown by Yannakakis [41].

We now show that the problem is also hard for approximation:

**Lemma 2.19** If Comparability Editing can be approximated in polynomial time with ratio $1 + \theta$ ($\theta < 1$) then MAX-CUT can be approximated within a factor of $1 - \theta$.

**Proof.** Suppose there is a polynomial approximation algorithm $A$ for Comparability Editing that guarantees an approximation ratio of $1 + \theta$ for some $\theta < 1$. To approximate Max-Cut on a graph $G = (V, E)$, apply to $G$ the reduction in Theorem 2.17.
with \( k \) set to zero and obtain the graph \( C(G) \). Apply algorithm \( A \) to \( C(G) \) and obtain an edited graph \( \hat{C}(G) \) that has a transitive orientation \( F \).

We argue first that for every \( v \in V(G) \) either all arcs in \( F \) are oriented into \( v \), or all are oriented out of \( v \). For proof, observe that a maximum cut in \( G \) has value \( k^* \geq \frac{|E|}{2} \), since every graph has a cut with at least half its edges. A minimum editing in \( C(G) \) has size \( k^* \) at most \( |E| \) (delete one edge in each 3-path) so the approximation algorithm gives a solution with value at most \( 2|E| \). The same argument as in Lemma 2.18 proves the claim.

Define a partition \((V_0, V_1)\) of \( V \) by letting \( V_0 \) contain all vertices with incoming arcs according to \( F \). The number of deleted edges in \( C(G) \) is at most \((1 + \theta)k^* \), so at least \( |E| - (1 + \theta)k^* \) 3-paths corresponding to \( E \) edges remain unchanged, and the corresponding cut in \( G \) has cardinality at least \( |E| - (1 + \theta)k^* \). By the proof of Theorem 2.17, the value of the maximum cut in \( G \), \( k^{opt} \), satisfies \( k^{opt} = |E| - k^* \). This implies that the approximation ratio of our solution is at least \( \frac{|E| - (1 + \theta)k^{opt}}{k^{opt}} = \frac{|E|}{k^{opt}} - (1 + \theta) \geq 2 - (1 + \theta) = 1 - \theta \), where the inequality follows since \( k^{opt} \geq \frac{|E|}{2} \).

Since approximation of Max-Cut to within a factor of \( \frac{17}{18} \) is \( NP \)-hard [40, 24], we conclude:

**Theorem 2.20** It is \( NP \)-hard to approximate Comparability Editing to within a factor of \( \frac{10}{18} \).

As the same reduction above applies to Comparability Completion and Deletion we also obtain the following result.

**Theorem 2.21** It is \( NP \)-hard to approximate Comparability Completion and Comparability Deletion to within a factor of \( \frac{10}{18} \).
2.4 Cluster Deletion

The Cluster Completion problem is trivially polynomial: we simply have to transform every connected component into a clique.

**Theorem 2.22** Cluster Deletion is \(NP\)-complete.

**Proof.** Reduction from Clique. In the Clique problem, given an input \(G = (V,E)\) and a constant \(k\), the question is whether \(G\) contains an induced \(k\)-clique. This problem is \(NP\)-hard [28]. Let \(|V| = n\). We build a new graph \(H = (V \cup W, E \cup F)\), \(|W| = n^2\) and \(F = \{(v,w) \mid v \in V \cup W, w \in W\}\). In other words, we add to \(G\) an \(n^2\)-clique and fully connect it with \(V\). We set the constant to \(k_2 = n^2(n - k) + \binom{n}{2}\).

\((\Rightarrow)\) Let \(K_k\) be a clique of size \(k\) in \(G\). Deleting the edges \(D = \{(v,w) \in E \cup F \mid v \in V \setminus K_k, w \in V \cup W\}\), we get a cluster graph, and \(|D| \leq n^2(n - k) + \binom{n}{2} - \binom{k}{2} < k_2\).

\((\Leftarrow)\) Let \(\hat{H}\) be a cluster graph obtained by deleting \(k_1\) edges from \(H\), where \(k_1 \leq k_2\). Let \(R\) be the subgraph of \(\hat{H}\) induced by \(W\). Let \(X\) be a maximum clique in \(R\). If \(|X| \leq n^2 - n\) then at least \(n(n^2 - n) > k_2\) edges were deleted from the induced subgraph \(H_W\). So \(|X| > n^2 - n\). Let \(|X| = n^2 - t, t < n\). If all the cliques in \(G\) are of size \(k - 1\) or less, then at least \(n - k + 1\) vertices do not belong to same clique as \(X\) in \(\hat{H}\). Therefore we deleted at least

\[(n - k + 1)(n^2 - t) + t(n^2 - t) \geq (n - k)n^2 + n^2 > k_2\]

edges, a contradiction. \(\blacksquare\)

2.5 Cograph Deletion and Completion

**Theorem 2.23** Cograph Deletion is \(NP\)-complete.
Proof. By reduction from Chain Deletion. Let \( G = (P, Q, E), k > \) be an instance of Chain Deletion. Build the following instance \( G' = (V, E'), k > \) of Cograph Deletion: Define \( V = P \cup Q \cup W \), where \( W = \{w_0, \ldots, w_k\} \). Define \( E' = E \cup \{(p_1, p_2)|p_1, p_2 \in (P \cup W)\} \).

\( \Rightarrow \) Let \( F \) be a solution to the chain instance. If \( G' = (V, E' \cup F) \) is not a cograph \( G' \) contains an induced \( P_4, (v_1, v_2, v_3, v_4) \). Since \( P \cup W \) is a clique and \( Q \) is an independent set, \( v_1, v_4 \in Q \) and \( v_2, v_3 \in P \cup W \). This means that \( (v_1, v_2) \) and \( (v_3, v_4) \) are two independent edges, a contradiction.

\( \Leftarrow \) If \( F \) is a solution to the cograph instance and \( F \cap E \) is not a solution to the chain instance, then there exist a pair of independent edges \( e_1, e_2 \) in \( (P, Q, E \setminus F) \). Let \( e_1 = (p_1, q_1), e_2 = (p_2, q_2) \), \( p_1, p_2 \in P, q_1, q_2 \in Q \). If we did not remove the edge \( (p_1, p_2) \) from \( G' \), \( (q_1, p_1, p_2, q_2) \) is an induced \( P_4 \). Otherwise, for some \( 0 \leq i \leq k \) we did not remove the edges \( (w_i, p_1), (w_i, p_2) \) (since we removed at most \( k \) edges), and thus \( (q_1, p_1, w_2, p_2, q_2) \) is an induced \( P_5 \) in \( (V, E' \setminus F) \), a contradiction.

The complement of a cograph is a cograph, therefore we conclude:

Theorem 2.24 Cograph Completion is NP-complete.

2.6 Split Graphs Deletion and Completion

Theorem 2.25 Split Deletion in NP-complete.

Proof. Reduction from CLIQUE. Let \( G = (V, E), k > \) be an instance of CLIQUE. Build the following instance \( G' = (V', E'), k_2 \) = \( n^2(n - k + 1) - 1 > \)
of Split Deletion: Define \( V' = V \cup W \), where \( W = \{ w_1, \ldots, w_{n^2+1} \} \), and define \( E' = E \cup (V \times W) \).

\[ V' \]

\( \Leftarrow \) If \( G \) has a clique \( K \) of size at least \( k \), then denote \( K' = K \cup \{ w_1 \} \) and partition \( V' \)
into \( (K', V' \setminus K') \). The number of edges that should be deleted from \( G' \) so that it
becomes a split graph with respect to this partition is at most \( n^2(n-k)+\binom{n-k}{2} < 
\]
\( n^2(n-k+1) \).

\( \Rightarrow \) Assume that \( G' \) has a \( k_2 \)-deletion set, resulting in a split partition \( (K, I) \). If
\( |K \cap V| < k \) then at least \( n^2(n-(k-1)) \geq k_2 \) edges in \( (V \setminus K) \times (W \setminus K) \)
should have been deleted from \( G' \) (\( |W \setminus K| \geq n^2 \) since \( W \) is an independent set
and \( K \) is a clique, \( |V \setminus K| \geq n-(k-1) \) since \( |V \cap K| \leq k-1 \) ), a contradiction.

The complement of a split graph is a split graph, therefore, we conclude:

**Theorem 2.26** Split Completion is \( N P \)-complete.
Chapter 3

Approximation Algorithms

3.1 Modification problems on bounded degree graphs for families characterized by a finite set of forbidden induced subgraphs

We present below a polynomial time constant factor approximation algorithm for the Deletion and Editing problems on bounded degree graphs. The result applies to any hereditary family that can be characterized by a finite set of forbidden induced subgraphs. These include among others, cographs, trivially perfect graphs, split graphs, threshold graphs, Meyniel graphs, claw-free graphs, superfragile graphs, maxibrittle and superbrittle graphs, cf. [9]. (Note that for some of these families the complexity of Editing and Deletion is open, and they may, in fact, be polynomial). An analogous result for vertex deletion problems was given by Lund and Yannakakis [32].

Let II be an hereditary graph property that can be characterized by a finite set $\mathcal{F}$ of forbidden induced subgraphs. Let $G = (V, E)$ be the input graph. We assume that each forbidden subgraph contains at most $t$ vertices and that $G$ has maximum...
degree at most $d$. 

### 3.1.1 Edge Deletion approximation algorithm

We distinguish three cases:

**Case 1:** No forbidden subgraph contains an isolated vertex. We use $V(G)$ to denote the vertex set of the graph $G$. The approximation algorithm follows.

**Algorithm** $A(G, \mathcal{F})$

1. $A \leftarrow \emptyset$.
2. While $G_{V \setminus A}$ contains an induced subgraph $H$ isomorphic to some $F \in \mathcal{F}$, do:
   - $A \leftarrow A \cup V(H)$.
3. Remove all edges $\{(v, w) \in E : v \in A, w \in V\}$ from $G$.

The algorithm is clearly polynomial since a forbidden induced subgraph with $t$ vertices can be found in $O(n^t)$ time.

**Theorem 3.1** The algorithm achieves an approximation ratio of $td$.

**Proof. Correctness:** After Step 2 is completed, $G_{V \setminus A}$ contains no forbidden induced subgraph. After Step 3 is completed, all vertices in $A$ become isolated. Since no forbidden induced subgraph contains an isolated vertex, upon termination of the algorithm the remaining subgraph has property II.

**Approximation ratio:** Let $F$ be an optimum solution set of size $k$. For any forbidden induced subgraph $H$ found at Step 2 of the algorithm, $F$ must contain an edge incident on $H$. Hence, at the end of the algorithm $|A| \leq kt$, and at most $ktd$ edges are deleted from $G$. ■

**Case 2:** The set $\mathcal{F}$ contains graphs with isolated vertices, but no forbidden subgraph is an independent set. In case $n \leq 2dt$, the problem is solved exactly by
exhaustive search. Otherwise, we define a new set of forbidden graphs $\mathcal{F}'$ by removing the isolated vertices from the original forbidden graphs. Algorithm $A$ is then applied to the input $(G, \mathcal{F}')$.

Let $F$ be a forbidden graph with some isolated vertices. Let $F'$ be the graph after removing the isolated vertices.

**Lemma 3.2** Let $G$ be a graph with $n > 2dt$ vertices and bounded degree $d$. Either $G$ contains an induced copy of $F$ or it does not contain an induced copy of $F'$

**Proof.** Assume the contrary. Let $H$ be an induced copy of $F'$. Let $S$ denote the set of vertices not adjacent to any vertex in $H$. Since $|H| < t - 1$, $|S| > n - (t - 1)d > dt$. Since the graph induced on $S$ also has degree bounded by $d$, it contains an independent set $S'$ of size $t - 1$. Hence, $S' \cup H$ contains an induced copy of $F$. ■

**Theorem 3.3** The algorithm achieves an approximation ratio of $td$.

**Proof.** Let $\hat{G}$ be a solution to the edge deletion problem, where $|V(\hat{G})| > 2dt$. By the previous lemma $\hat{G}$ cannot contain a forbidden subgraph in $\mathcal{F}'$, therefore by Theorem 3.1 the algorithm achieves an approximation ratio of $td$. ■

Case 3: The set $\mathcal{F}$ contain a graph which is an independent set. If $n \leq (d + 1)t$, the problem is solved exactly by exhaustive search. Otherwise, there is no solution for the deletion problem, since a graph with $(d + 1)t$ vertices and bounded degree $d$ contains an induced independent set of size $t$.

### 3.1.2 Edge Editing approximation algorithm

Again, we distinguish three cases:

Case 1: No forbidden subgraph contains an isolated vertex. In this case we use Algorithm $A(G, \mathcal{F})$. 
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Theorem 3.4  The algorithm achieves an approximation ratio of $td$.

The proof is along the lines of the Proof 3.1.

Case 2: The set $\mathcal{F}$ contains graphs with isolated vertices, but no forbidden subgraph is an independent set. We define a new set of forbidden graphs $\mathcal{F}'$ by removing the isolated vertices from the original forbidden graphs. The approximation algorithm solves the problem exactly by exhaustive search if $n \leq 4dt$, and otherwise applies Algorithm $A(G, \mathcal{F}')$. In the analysis we concentrate on the situation when $n > 4dt$.

Lemma 3.5  If the minimum editing graph contains a copy of $F' \in \mathcal{F}'$, the minimum editing size is at least $\frac{n - 4td}{2}$.

**Proof.** Let $G$ be the original graph and let $G'$ be a minimum editing graph. Suppose $G'$ contains an induced copy $H$ of $F'$. Let $N_G(H) = \{v \in G \setminus H | (u, v) \in E \text{ for some } v \in H\}$. Then $|H| \leq t - 1$ and $|N_G(H)| \leq (t - 1)(d - 1)$. Let $S = V \setminus (H \cup N_G(H))$. Then $|S| \geq n - (t - 1) - (t - 1)(d - 1) = n - (t - 1)d > n - td$. In $G'$ at least $|S| - td$ vertices have new edges incident on them, or else $G'$ contains a copy of $F$. ($G'$ contains an independent set of size $t - 1$ since there are at least $td$ vertices in $S$ with no added edges, and a graph with $td$ vertices and degree bounded by $d$ must have an independent set of size $t - 1$). This implies that at least $\frac{n - 2td}{2}$ edges were added. $lacksquare$

Theorem 3.6  The algorithm achieves an approximation ratio of $td$.

**Proof.** Let $G$ be the original graph, and let $G'$ be a minimum editing graph. If $G'$ contains no copy of $F' \in \mathcal{F}'$, by Theorem 3.4 the approximation algorithm achieves an approximation ratio of $td$. Otherwise, by the previous lemma at least $\frac{n - 2td}{2}$ edges must be edited in $G'$. Since Algorithm $A$ only deletes edges, the number of edges it deleted
is no more than all the edges in $G$, which is at most $\frac{nd}{2}$. Hence the approximation ratio is at most $\frac{nd/2}{(n-2d+1)/2} < \frac{nd}{2} = \frac{d}{2} < td$. ■

Case 3: The set $\mathcal{F}$ contains a graph which is an independent set. We first claim that in that case $\mathcal{F}$ cannot contain also another $F'$ that is a clique because by Ramsey’s Theorem cf. [8] a graph with no independent set of size $l$ and no clique of size $k$ has at most a constant number of vertices. For a graph smaller than that number, the problem is solved exactly, otherwise, the editing problem approximation solution is to add all the edges, i.e., to turn $G$ into a clique.

Lemma 3.7 A graph with no independent set of size $l+1$ has at least $l\left(\frac{n}{2}\right)$ edges.

Proof. Suppose the largest independent set in any induced subgraph of $G = (V, E)$ is $l$. Consider a largest independent set $S$ of $G$. By the maximality of $S$ each of the vertices of $V \setminus S$ is connected to a vertex in $S$. Therefore there are at least $n - l$ edges between $S$ and $V \setminus S$. The graph $G_{V \setminus S}$ is an induced subgraph of $G$, therefore, the same argument applies. By induction, the number of edges in $G$ is at least $\sum_{i=1}^{\frac{n}{2}} li = l\left(\frac{n}{2}\right)$. ■

An example of a graph with $l\left(\frac{n}{2}\right)$ edges and no independent set of size $l + 1$ is $l * K_{\frac{n}{2}}$.

Theorem 3.8 The algorithm achieves an approximation ratio of $t$.

Proof. Let $G$ be the original graph. Let $G'$ be a solution to the minimum editing problem. By the previous lemma $G'$ contains at least $t\left(\frac{n}{2}\right)$ edges, i.e., at least $t\left(\frac{n}{2}\right) - \frac{nd}{2}$ edges were added. Since the approximation algorithm adds at most $\left(\frac{n}{1}\right)$ edges, it achieves a ratio of $t$. The algorithm generates a feasible solution since $\mathcal{F}$ cannot contain a clique if $n$ is large enough. ■

We can now summarize the results of the two previous subsections:
Theorem 3.9 For the Deletion and Editing problems with respect to any graph property that is characterized by a finite set of forbidden induced graphs, there exist a polynomial time constant factor approximation algorithm on bounded degree graphs.

3.2 Cluster Deletion and Editing

In this chapter we present approximation algorithms for Cluster Deletion and Cluster Editing. The family $\mathcal{H}$ of cluster graphs is characterized by the forbidden induced subgraph $P_3$, i.e., a path of length two. Such a path can be found in linear time using breadth first search.

3.2.1 Cluster Editing

The algorithm for the editing problem is described below. The input is a graph $G = (V, E)$.

0. $A = \emptyset$

1. While there exist $W \subseteq V$ that induces a $P_3$ set $V \leftarrow V \setminus W, A \leftarrow A \cup W$

2. Denote by $\bar{V}$ the set $V$ after Step 1 is complete. ($G_{\bar{V}}$ is a cluster graph). For each $x \in A$ compute a minimum editing set $E_x$ on $G_{\bar{V} \cup \{x\}}$, and determine the clique in $G_{\bar{V}}$ associated with $x$ by this editing.

3. Perform the editing for each $x \in A$ independently.

4. For each $x, y \in A$ if $x, y$ are adjacent and associated with different cliques remove $(x, y)$. If $x, y$ are non-adjacent and associated with the same clique add $(x, y)$.
Claim 3.10 For each $x \in A$ a minimum edit set $E_x$ can be found in polynomial time in Step 2. Moreover, there is such a set that includes only edges incident on $x$.

Proof. Let $C_1, \ldots, C_i$ be the cliques in an optimal editing of $G_{\hat{V} \cup \{x\}}$. W.l.o.g assume that $x \in C_1$. Let $C'_1 = C_1 \setminus \{x\}$. If $C'_1$ contains vertices of two or more cliques in $G_V$, then $C'_1 = A_1 \cup A_2$, such that the vertices of $A_1$ belong to one clique and the vertices of $A_2$ belong to other cliques. Removing the edges we added between the vertices of $A_1$ and $A_2$, and removing the edges between $x$ and $A_2$ we get a cluster graph with no more edits (we did at most $|A_2|$ new edits and canceled at least $|A_1||A_2|$ added edges). Therefore we can assume that $C'_1$ contains vertices of only one clique in $G_V$. In the same way we can show that $C'_1$ can contain all the vertices of that clique, i.e., we can assume $C'_1$ is a clique in $G_{\hat{V}}$. Since we can assume that $C'_1$ is a clique in $G_{\hat{V}}$, we can also assume that $C_2, \ldots, C_i$ are cliques in $G_{\hat{V} \cup \{x\}}$ because changing them will only increase the number of edits.

Computing a minimum editing set $E_x$ can be done by calculating for each clique in $G_V$ the number of edits needed to be done if we add $x$ to it, i.e., for each clique we have to add the missing edges between $x$ and the clique and delete the edges between $x$ and other cliques. This can be done in linear time, for all $x \in A$. ■

For $x \in A$, let $k_x = |E_x|$ as defined in Step 2 of the algorithm. Define $k_2 = \text{Max}\{k_x | x \in A\}$. Let $t^*$ be the size of a minimum editing set for $G$.

Claim 3.11 $t^* \geq \text{Max}\{\frac{|A|}{3}, k_2\}$.

Proof. Let $y = \text{argmax} \{k_x | x \in A\}$. Since the subgraph induced by $G_{\hat{V} \cup \{y\}}$ must be a cluster graph at least $k_2$ edit operations are needed. Since on any induced $P_3$ in $A$ an edit operation must be performed, it follows that $t^* \geq \frac{|A|}{3}$. ■

Claim 3.12 The algorithm performs at most $\left(\frac{|A|}{2}\right) + |A||k_2$ edge edit operations.
**Proof.** Step 3 requires at most $k_2$ edits per vertex in $A$. Step 4 requires at most $\left(\frac{|A|}{2}\right)$ edits. ■

**Theorem 3.13** The algorithm finds a cluster graph and guarantees an approximation ratio of $7.5t^*$. 

**Proof.** The algorithm does at most $\left(\frac{|A|}{2}\right) + |A|k_2$ edits. Since $t^* \geq Max\{\frac{|A|}{3}, k_2\}$ we obtain the ratio: $\frac{\left(\frac{|A|}{2}\right)+|A|k_2}{t^*} = \frac{\left(\frac{|A|}{2}\right)}{t^*} + \frac{|A|k_2}{t^*} \leq 3\frac{\left(\frac{|A|}{2}\right)}{t^*} + |A| \leq 2.5|A| \leq 7.5t^*$. ■

### 3.2.2 Cluster Deletion

The algorithm for the deletion problem is given below. The input is a graph $G = (V, E)$.

0. $A = \emptyset$

1. While there exist $W \subseteq V$ that induces a $P_3$ set $V \leftarrow V \setminus W$, $A \leftarrow A \cup W$

2. Denote by $\hat{V}$ the set $V$ after Step 1 is complete. For each $x \in A$ compute a minimum deletion set $E_x$ on $G_{\hat{V}\cup\{x\}}$, and determine the clique $C_x$ in $G_{\hat{V}}$ associated with $x$ by this deletion.

3. Perform the deletion for each $x \in A$ independently.

4. For each $x, y \in A$ if $x, y$ are adjacent and associated with different cliques remove $(x, y)$. If $x, y$ are non-adjacent and associated with the same clique remove all edges incident on either $x$ or $y$.

**Claim 3.14** For each $x \in A$ a minimum deletion set $E_x$ can be found in polynomial time in Step 2. Moreover, there is such a set that includes only edges incident on $x$. 
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The proof is along the lines of the proof of Claim 3.10.

For $x \in A$, let $k_x = |E_x|$ as defined in step 2 of the algorithm. Define $k_2 = Max\{k_x | x \in A\}$. A clique $C_x$ is called split if there are $x, y \in A$, $(x, y) \notin E$ and $C_x = C_y$. In that case $x$ and $y$ are called splitting vertices for $C_x$. Let $k_3 = Max\{|C_x||C_x$ is a split clique $\}$. Let $t^*$ be the minimum number of edge deletion operations needed on $G$.

**Claim 3.15** $t^* \geq Max\{\frac{|A|}{3}, k_2, k_3\}$.

**Proof.** Let $C_x$ be a maximum split clique, and let $x, y$ be splitting vertices for $C_x$. Since the induced subgraph $G_{C_x \cup \{x, y\}}$ must be transformed to a cluster graph, at least $k_3$ edges must be deleted. The rest of the proof is identical to Claim 3.11. □

**Theorem 3.16** The algorithm finds a cluster graph with guaranteed approximation ratio of $10.5t^*$.

**Proof.** In Step 3, at most $k_2$ deletions are needed per vertex in $A$. Step 4 requires at most $\binom{|A|}{2}$ deletions between vertices of $A$ and at most $|A|k_3$ more deletions for splitting vertices. Therefore, the algorithm does at most $\binom{|A|}{2} + |A|(k_2 + k_3)$ deletions. Since $t^* \geq Max\{\frac{|A|}{3}, k_2, k_3\}$ the ratio is at most $7.5t^* + \frac{k_2}{12}|A| < 7.5t^* + 3t^* < 10.5t^*$. □
Chapter 4

Polynomial Results On Bounded Degree Graphs

We present below polynomial algorithms for Chain Editing and Threshold Editing on bounded degree graphs.

**Lemma 4.1** Let \( \Psi \) be a hereditary graph property, such that if \( G = (V, E) \) satisfies \( \Psi \) \( G \setminus \{v\} \cup \{v\} \) satisfies \( \Psi \) (i.e., the property remains satisfied if we remove all the edges incident on a vertex \( v \)). Any optimal solution of \( \Psi \)-Editing on a graph with bounded degree \( d \) is a graph with degree bounded by \( 2d \).

**Proof.** Let \( G = (V, E) \) be an instance to the \( \Psi \)-Editing problem. Assume that a minimum \( \Psi \)-Editing of \( G \) contains a vertex \( w \) with degree at least \( 2d + 1 \). This means we added at least \( d + 1 \) edges incident on \( w \), but if instead we removed all the edges incident on \( w \) we would have performed less edits and the resulting graph has the property \( \Psi \), a contradiction. ■

**Lemma 4.2** A chain graph \( G = (P, Q, E) \) with bounded degree \( d \) contains at most \( 2d \) vertices with degree at least one.
Proof. Let $W$ be the set of vertices with degree at least one. Let $P' = P \cap W$ and let $Q' = Q \cap W$. There is a vertex $q \in Q$, $q \in \{ \cap \operatorname{adj}(p) \mid p \in P' \}$ such that $q$ has degree $|P'|$. Similarly there is a vertex $p \in P'$ with degree $|Q'|$. If $|P' \cup Q| > 2d$, either $|P'| > d$ or $|Q'| > d$, so there is a vertex with degree at least $d + 1$, a contradiction. 

**Theorem 4.3** Chain Editing on bounded degree graphs is polynomial.

Proof. Let $G = (V, E)$ be an instance of Chain Editing, and let $H = (V, E')$ be the graph obtained by a minimum chain editing of $G$. If $G$ has degrees bounded by $d$, by Lemma 4.1, $H$ has degree bounded by $2d$. By Lemma 4.2 there are at most $4d$ vertices with degree at most one in $H$. The polynomial algorithm will enumerate all sets of at most $4d$ vertices and for each such set it will solve exactly the Chain Editing problem. The value of each solution is the optimal value of the editing problem on $S$ plus the number of edges not incident on $S$ (at both endpoints). The best value obtained is the resulting solution. The algorithms runs in $O(n^{4d})$ time.

**Theorem 4.4** Threshold Editing on bounded degree graphs is polynomial.

Proof. $T$ is a threshold graph if $T = (K, I, E)$ such that $K$ induces a clique, $I$ induces an independent set, and the graph $(K, I, E \cap (K \times I))$ is a chain graph. Let $G = (V, E)$ be an instance of Threshold Editing, and let $H = (K, I, E')$ be the graph obtained by a minimum threshold editing of $G$. If $G$ has degrees bounded by $d$, by Lemma 4.1 $H$ has degree bounded by $2d$. $H$ contains a vertex in $K$ which is adjacent to all non-isolated vertices in $K \cup I$. Since its degree is at most $2d$, there are at most $2d + 1$ non-isolated vertices in $H$. The algorithm will enumerate the set $K$ and the vertices with degree at least one in $I$. For each such set of at most $2d + 1$ vertices the algorithm calculates the minimum threshold editing. The algorithm runs in $O(n^{3d+1})$ time.
Chapter 5

Combinatorial bounds on the size of minimum completion sets

A natural combinatorial question arises when dealing with completion problems: How large can the completion set size be compared to the original graph size? As usual, for a graph $G = (V, E)$ we denote $|V| = n$, $|E| = m$. For a family of graphs $\mathcal{F}$ define $\Phi_{\mathcal{F}}(m, n) = \max_{G \in \mathcal{F}} \{ |E| : G(V, E \cup E) \in \mathcal{F} \}$. In this notation, our question is: How large can $\Phi_{\mathcal{F}}(m, n)$ be as a function of $m$ and $n$?

5.1 A concrete example for Chordal Completion

Let $\mathcal{F}$ be the family of chordal graphs. We will build a graph $G = (V, E)$ where $m = \Theta(n^{3/2})$, and $\Phi_{\mathcal{F}}(m, n) = \Theta(n^2)$.

Let $G = (V, W, E)$ be the following bipartite graph: $V = (v_1, v_2, \ldots, v_n)$, $W = (w_1, w_2, \ldots, w_n)$ and $E = \{ e_i = (v_i, w_i) | 1 \leq i \leq n \}$. In words, $G$ is a perfect matching on a $2n$-vertex graph, or $nK_2$.

Lemma 5.1 The smallest chain graph containing $G$ has $\Theta(n^2)$ edges.
Proof. Let \( H = (V, W, \bar{E}) \) be the smallest chain graph containing \( G \) (W.l.o.g we can assume that the bipartition of \( H \) is also \( (V, W) \)). Since \( H \) has the chain property, the vertices of \( V \) can be ordered \( v_1, v_2, ..., v_n \) so that \( \text{Adj}(v_1) \supseteq \text{Adj}(v_2) \supseteq ... \supseteq \text{Adj}(v_n) \). W.l.o.g vertex numbers \( v_1, v_2, ..., v_n \) satisfy this property in the graph \( H \). Since \((v_i, w_i) \in E\) we have \( w_i \in \text{Adj}(v_i) \). Since \( \text{Adj}(v_i) \supseteq \text{Adj}(v_j) \) if \( j < i \), it follows that \( \text{Adj}(v_j) \supseteq (w_{j+1}, ..., w_n) \). Therefore, \( |\text{Adj}(v_i)| \geq n - i \). In fact, \( |\text{Adj}(v_i)| = n - i \) is a minimal chain graph containing \( G \) and \( |\bar{E}| = \sum_{i=1}^{n}(n - i) = \frac{n(n-1)}{2} = \Theta(n^2) \).

For a bipartite graph \( G = (P, Q, E) \) we define a new graph \( C(G) = (N, E') \), where \( N = P \cup Q, E' = E \cup \{(u, v) | v \in P \} \cup \{(u, v) | u, v \in Q \} \) (i.e., we replace the independent set on each part by a clique.) See Figure 5.1.

![Figure 5.1: C(G) for the graph G = 4K2](image)

We shall need the following lemma, due to Yannakakis:

**Lemma 5.2** [42] \( G \) is a chain graph iff \( C(G) \) is triangulated.

We are now ready to construct our concrete family of examples. Let \( G = (V, E) \) be the following graph: \( V = \bigcup_{i=1}^{n} W_i \) where

\[
W_i = \{ w_i^1, w_i^2, ..., w_i^n \}
\]

and

\[
E = \{ (w_i^j, w_i^k) | 1 \leq i, j, k \leq n \} \cup \{ (w_i^j, w_k^l) | 1 \leq i, j, k \leq n \},
\]
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\( i.e., \) the graph

\[
G_i = (W_i, E \cap (W_i \times W_i))
\]

is a clique and the subgraph

\[
G^{i,j} = (W_i \cup W_j, E \cap (W_i \times W_j))
\]

is isomorphic to \( nK_2 \).

The graph \( G = (V, E) \) has \( n^2 \) vertices and

\[
|E| = n^3 + n \left( \frac{n}{2} \right) = \Theta(n^3).
\]

For an example of the graph we build see Figure 5.2.

Figure 5.2: the graph we construct in 5.1 for \( n=3 \)
Claim 5.3 A smallest chordal completion set of $G$ contains $\Theta(n^4)$ edges.

Proof. Let $H = (V, \bar{E})$ be a smallest chordal graph containing $G$. Since chordality is hereditary, every subgraph of $H$ is chordal. Let us look at the subgraph $H_{i,j}$ of $H$ induced by $W_i \cup W_j$. $H_{i,j}$ is a chordal supergraph of $G^i_j$, therefore by Lemma 5.2 $H^i_j = (W_i \cup W_j, \bar{E} \cap (W_i \times W_j))$ is a chordal supergraph of $G^i_j$. By Lemma 5.1 $\Theta(n^2)$ edges must have been added between $W_i$ and $W_j$. Since there are $\binom{n}{2}$ different subgraphs $\{H_{i,j} | i \neq j\}$ and in each such subgraph different edges must be added, $\Theta(n^4)$ edges were added. ■

We note that Kaplan and Szegedi [27] have recently argued that for certain expander graphs $m = \Theta(n)$ and $\Phi_F(m, n) = \Theta(n^2)$. In contrast, our example is elementary and does not rely on the deep expander theory.

5.2 Random graphs

In this chapter we study probabilistically the size of a minimum completion set in some random graphs. For background on random graphs see [3]. We start with the definition of a random graph:

Let $n$ be a positive integer, and let $0 \leq p \leq 1$. A random graph $G(n, p)$ is a probability space over the set of graphs on the vertex set $\{1, \ldots, n\}$ determined by

$$Pr[(i, j) \in G] = p$$

independently for each pair $(i, j)$.

We give below some basic bounds on large deviations, which will be used in this chapter. The results are based on the seminal paper of H. Chernoff [11].

Theorem 5.4 Chernoff bounds [11]: Let $p \in [0, 1]$, $X_1, \ldots, X_n$ be mutually independent random variables with $Pr[X_i = 1] = p$ and $Pr[X_i = 0] = 1 - p$, and define $X = X_1 + \ldots + X_n$. Then:
1. Pr[$X - np > a]$ < $e^{a - \frac{pm}{3} - \frac{a^2}{2np}}$.

2. If $p = \frac{1}{2}$ then Pr[$|X - \frac{a}{3}| > a$] < $2e^{\frac{2a^2}{3}}$.

3. When $p = o(1)$, $a = O(pm)$, and $a > \frac{2pm}{3}$ we have a simple bound:

\[ Pr[X - np > a] \leq Pr[X - np > \frac{2pm}{3}] < e^{\frac{-2a^2}{3}}. \]

**Theorem 5.5** Chebychev Inequality [39]: For any positive $\lambda$

\[ Pr\left[|X - E[X]| \geq \lambda \sqrt{Var[X]}\right] \leq \frac{1}{\lambda^2}. \]

An event $A$ on a family of random graphs $G(n, p)$ happens with high probability if $\lim_{n \to \infty} Pr(A) = 1$.

### 5.2.1 The minimum chordal completion of a random graph

In this chapter we study the random graph $G(n, \frac{1}{\sqrt{n}})$. We shall show that with high probability $G$ has $O(n^{1.5})$ edges but the smallest chordal graph that contains it has $\Omega(\frac{n^2}{ln^2(n)})$ edges.

**Claim 5.6** With high probability the random graph $G(n, \frac{1}{\sqrt{n}})$ has $O(n^{1.5})$ edges.

**Proof.** Let $m$ denote the random variable of the number of edges in $G$. Define a random variable $e_i$ for each edge $i$ where $e_i = 1$ if $i \in E$ and $e_i = 0$ otherwise. Then $m = \sum_{i=1}^{\binom{n}{2}} e_i$. Since the variables are independent and $Pr(e_i = 1) = \frac{1}{\sqrt{n}}$, $E(m) = \binom{n}{2} \cdot \frac{1}{\sqrt{n}}$. By Theorem 5.4 (3) (taking, say, $a = n^{1.5}$), $Pr[m > E(m) + n^{1.5}] = Pr[m > \frac{1}{\sqrt{n}} \binom{n}{2} + n^{1.5}] < e^{-2n^{1.5}}$. So with high probability $m = O(n^{1.5})$. □

**Claim 5.7** Let $X$ be the number of labeled 4-cycles in $G$ (not necessarily induced). With high probability $X = \Theta(n^2)$. 
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Proof. The number of possible 4-cycles in a graph is $\frac{3!}{2} \binom{n}{4}$ (we have to choose the four vertices of the cycle and order them). For every possible 4-cycles we will define an indicator $X_i$, $0 < i \leq \frac{3!}{2} \binom{n}{4}$ with $X_i = 1$ if that cycle is present in $G$ and $X_i = 0$ otherwise. Define $X = \sum X_i$. By linearity of expectation we have

$$E[X] = \frac{3!}{2} \binom{n}{4} p^4$$

i.e., $E[X] = \Theta(n^2)$.

$$Var[X] = \sum {Var}[X_i] + \sum_{i \neq j} Cov[X_i, X_j]$$

since $X_i$ is an indicator

$$Var[X_i] = p_i(1 - p_i) \leq p_i = E[X_i]$$

we have

$$Var[X] \leq E[X] + \sum_{i \neq j} Cov[X_i, X_j].$$

For indices $i, j$, we shall write $i \sim j$ if $i \neq j$ and the events $X_i, X_j$ are not independent. If $i \sim j$

$$Cov[X_i, X_j] = E[X_i X_j] - E[X_i]E[X_j] \leq E[X_i X_j] = Pr[X_i \land X_j]$$

and therefore

$$Var[X] \leq E[X] + \sum_{i \sim j} Pr[X_i \land X_j]$$

In our case $i \sim j$ if $X_i$ and $X_j$ are different and have common edges. $X_i$ and $X_j$ may have one or two common edges. There are $O(n^6)$ sets with one common edge and the probability for each such set is $p^7$, and there are $O(n^5)$ sets with two common edges and the probability for each such set is $p^6$. Therefore

$$Var[X] = O(n^2) + O(n^6 p^7) + O(n^5 p^6) = O(n^{2.5})$$
Using Chebychev Inequality (Theorem 5.5), with \( \lambda = \sqrt{n} \)

\[
Pr \left[ |X - E[X]| > \sqrt{n} \sqrt{\text{Var}[X]} \right] \leq \frac{1}{n}.
\] (5.1)

Hence, with probability larger than \( 1 - \frac{1}{n} \),

\[ |X - E[X]| \leq \sqrt{n} \text{Var}[X] \]

Since \( \text{Var}(X) = O(n^{2.5}) \), for \( n \) sufficiently large \( \text{Var}(X) < Cn^{2.5} \) for some constant \( C \). Since \( E(X) = \Theta(n^2) \), for \( n \) sufficiently large, \( An^2 < E(X) < Bn^2 \) for some constants \( A, B \). Since w.h.p. \( |X - E[X]| \leq \sqrt{n \text{Var}[X]} \leq \sqrt{n C n^{2.5}} \), it follows that for \( n \) sufficiently large \( An^2 - \sqrt{Cn^{1.75}} < X < Bn^2 + \sqrt{Cn^{1.75}} \). Therefore w.h.p. \( X = \Theta(n^2) \). ■

Let \( i, j, k \in V \). We say that \( k \) is a common neighbor of \( i \) and \( j \) if \( (k, i) \in E \) and \( (k, j) \in E \).

**Claim 5.8** Let \( i, j \in V \), and let \( Z \) be the number of their common neighbors. With high probability \( Z < 3 \ln(n) \).

**Proof.** W.l.o.g. let \( i = 1, j = 2 \). For \( 3 \leq k \leq n \) let \( Z_k = 1 \) if \( (i, k) \in E \) and \( (j, k) \in E \) and \( Z_k = 0 \) otherwise. Hence, \( Z = \sum_{i=1}^{n} Z_i \) (we will add 2 more independent dummy variables \( Z_1, Z_2 \) to simplify the calculations) and \( Pr(Z_k = 1) = \frac{1}{n} \). Therefore since \( np = 1 \), by Theorem 5.4 (1)

\[
Pr[Z - 1 > 3 \ln(n)] < e^{3 \ln(n) - \ln(1 + 3 \ln(n)) - 3 \ln(n) \ln(1 + 3 \ln(n))} < e^{-3 \ln(n)} = \frac{1}{n^3}.
\]

The last inequality is true since: \( 3 \ln(n) - \ln(1 + 3 \ln(n)) \approx 3 \ln(n) \ln(1 + 3 \ln(n)) < 3 \ln(n) - 3 \ln(n) \ln(1 + 3 \ln(n)) < -3 \ln(n) \) if \( \ln(1 + 3 \ln(n)) > 2 \), i.e., if \( n > 1 \). ■

**Claim 5.9** With high probability no pair of vertices \( i, j \in V \) has more than \( 3 \ln(n) \) common neighbors.
**Proof.** From the previous claim the probability for a pair $i,j$ to have more than $3ln(n)$ common neighbors is less than $\frac{1}{n^3}$. Since there are $\binom{n}{2}$ pairs the probability that at least one of them has more than $3ln(n)$ such neighbors is less than $\binom{n}{2} \frac{1}{n^3}$, i.e., the probability for this event is less than $\frac{1}{n}$. ■

**Corollary 5.10** With high probability no pair of vertices $(i, j)$ is incident on more than $(3ln(n))^2$ common 4-cycles such that $i, j$ are not neighbors in the 4-cycle.

**Theorem 5.11** With high probability the random graph $G(n, \frac{1}{\sqrt{n}})$ has $O(n^{1.5})$ edges and its smallest chordal supergraph has $O(\frac{n^2}{\log^2(n)})$ edges.

**Proof.** Let us look at the graph $\hat{G}$ obtained by minimum chordal completion of a random graph $G(n, \frac{1}{\sqrt{n}})$. Every 4-cycle in $\hat{G}$ must have a chord. By Claim 5.7 w.h.p. $G(n, \frac{1}{\sqrt{n}})$ has $\Theta(n^2)$ 4-cycles (not necessarily induced), and by Corollary 5.10 w.h.p. an edge can be a chord of at most $9ln^2(n)$ 4-cycles. Therefore $\hat{G}$ has $\Omega(\frac{n^2}{\log^2(n)})$ edges, so we must have added $\Omega(\frac{n^2}{\log^2(n)})$ edges. ■

### 5.2.2 The minimum perfect graph containing a random graph

In this chapter we study the random graph $G(n, \frac{1}{\sqrt{n^c}})$. We shall show that with high probability $G$ has $O(n^{1.4})$ edges but the smallest perfect graph that contains it has $\Omega(n^{1.8})$ edges.

**Claim 5.12** For a random graph $G(n, \frac{1}{\sqrt{n^c}})$, with high probability $m = O(n^{1.4})$.

The proof is analogous to that of Claim 5.6.

**Claim 5.13** With high probability the number of labeled 5-cycles in $G$ is $\Theta(n^2)$.
**Proof.** The proof is along the lines of Claim 5.7: The number of possible labeled 5-cycles in a graph is \( \frac{4}{7} \binom{n}{5} \) (we have to choose the 5 vertices of the cycle and order them). For every 5-cycle we will define an indicator \( X_i \), \( 0 < i \leq \frac{4}{7} \binom{n}{5} \) with \( X_i = 1 \) if that 5-cycle is present in \( G \) and \( X_i = 0 \) otherwise. Define \( X = \sum X_i \). By linearity of expectation we have \( E[X] = \Theta(n^2) \). As shown in Claim 5.6, \( Var[X] \leq E[X] + \sum_{i \neq j} Pr[X_i \land X_j] \), where \( X_i \sim X_j \) if \( X_i \) and \( X_j \) refer to different cycles and have common edges. \( X_i \) and \( X_j \) may have one, two or three common edges. There are \( O(n^8) \) sets with one common edge and the probability for each such set is \( p^9 \), there are \( O(n^7) \) sets with two common edges and the probability for each such set is \( p^8 \) and there are \( O(n^6) \) sets with three common edges and the probability for each such set is \( p^7 \). Therefore

\[
Var[X] = O(n^2) + O(n^8 p^9) + O(n^7 p^8) + O(n^6 p^7) = O(n^{2.6}).
\]

Again, using Equation (5.1), since \( E[X] = \Theta(n^2) \) then with probability larger than

\[
1 - \frac{1}{n}, \quad |X - E[X]| \leq \sqrt{nVar[X]} = O(n^{1.8}), \text{ i.e., } X = \Theta(n^2).
\]

**Claim 5.14** With high probability the degree of every vertex in \( G \) is at most \( 2n^{0.4} \).

**Proof.** For \( 2 \leq i \leq n \) let \( X_i = 1 \) if \((1, i) \in E\) and \( X_i = 0 \) otherwise. Define \( X = \sum_{i=1}^{n} X_i \) by Theorem 5.4 (3) we have

\[
Pr(X - n^{0.4} > n^{0.4}) < e^{-\frac{2n^{0.4}}{2n^{0.4}}} < \frac{1}{n^2}
\]

(the last inequality is true for large enough \( n \)). Therefore the probability that there is a vertex with degree higher than \( 2n^{0.4} \) is less than \( \frac{1}{n} \). ■

**Claim 5.15** With high probability there is no pair of vertices \( i, j \in V \) for which there exist \( \Omega(n^{0.2}) \) pairs of vertices \( k, l \neq i, j \) such that \((i, k), (k, l), (l, j) \in E\).
\textbf{Proof.} For a pair of vertices \(i, j\) let us look at the set \(B_{i,j} = \text{Adj}(i) \cup \text{Adj}(j) \setminus \{i, j\}\). Since with high probability the degree of every vertex is less than \(2n^{0.4}\), with high probability \(|B_{i,j}| < 4n^{0.4}\) for all \(i, j\). We now argue that the probability that 
\(|E(G_{B_{i,j}})| = \Omega(n^{0.2})\) is less than \(\frac{1}{n^3}\). To see this let us look at the graph \(G(t = 4n^{0.4}, n^{-0.6})\). With probability larger than \(1 - \frac{1}{n^3}\), \(G\) has \(\Theta\left(\binom{n}{2}n^{-0.6}\right) = \Theta(n^{0.2})\) edges (the proof is similar to that of Lemma 5.6). The number of pairs \(k, l\) such that \((i, k), (k, l), (l, j) \in E\) is less than the number of edges in \(G_{B_{i,j}}\), therefore with probability less than \(\frac{1}{n}\) there is a pair \(i, j\) with \(\Omega(n^{0.2})\) such paths. \(\blacksquare\)

\textbf{Claim 5.16} Let \(X_{i,j}\) be the number common neighbors vertices of vertices \(i\) and \(j\) in \(V\). With high probability \(X_{i,j} < 20\) for all \(i, j\).

\textbf{Proof.} Let \(X_{i,j}^k = 1\) if \((i, k) \in E\) and \((j, k) \in E\), and define \(X_{i,j} = \sum X_{i,j}^k\),

\[Pr[X_{i,j} > C] = \sum_{i=C}^n \left(\begin{array}{c} n \\ i \end{array}\right) n^{-1.2i}(1 - n^{-1.2})^{(n-i)} \leq \sum_{i=C}^n n^i n^{-1.2i} = \sum_{i=C}^n n^{-0.2i} < n * n^{-0.2C} < \frac{1}{n^3}.\]

Therefore, with high probability for all \(i, j\) is \(X_{i,j} < C\). \(\blacksquare\)

\textbf{Claim 5.17} With high probability there is no pair of vertices \(i, j \in V\) that are contained in \(\Omega(n^{0.2})\) 5-cycles such that \(i, j\) are not neighbors in those 5-cycles.

\textbf{Proof.} Suppose \(i, j\) are contained in a 5-cycle such that \(i, j\) are not neighbors in this 5-cycle. Then there exist three vertices \(k, l, m\) such that \((i, k), (j, k) \in E\) and \((i, l), (l, m), (j, m) \in E\). By the previous claims there are at most \(C \leq 20\) such \(k\)'s and \(O(n^{0.2})\) such pairs of \(l, m\). Therefore there are \(O(n^{0.2})\) such 5-cycles. \(\blacksquare\)

\textbf{Theorem 5.18} For the random graph \(G(n, n^{-0.6})\), with high probability the smallest perfect graph containing \(G\) has \(\Omega(n^{1.8})\) edges.
**Proof.** Consider a minimal perfect graph $G'$ containing $G$. Every 5-cycle in $G'$ has a chord. From Claim 5.13 $G$ has $\Theta(n^2)$ 5-cycles (not necessarily induced), and from Claim 5.17 an edge can be a chord of $O(n^{0.2})$ 5-cycles. Therefore $G'$ has $\Omega\left(\frac{n^2}{n^{0.2}}\right) = \Omega(n^{1.8})$ edges, so we added $\Omega(n^{1.8})$ edges. ■

### 5.2.3 The minimum perfect deletion in a random graph

In this chapter we study the random graph $G(n, \frac{1}{2})$. We shall show that with high probability $G$ has $\Theta(n^2)$ edges and the minimum perfect deletion set also contains $\Theta(n^2)$ edges. Let $m$ be the number of edges in $G$.

**Claim 5.19** For the random graph $G(n, \frac{1}{2})$, with high probability $m = \Theta(n^2)$.

**Proof.** Define a random variable $e_i$ for each edge, $e_i = 1$ if $i \in E$ and $e_i = 0$ otherwise. Then $m = \sum_{i=1}^{\binom{n}{2}} e_i$. Since the variables are independent, and $p(e_i = 1) = \frac{1}{2}$, by Theorem 4.4 (2) $Pr[|m - \binom{n}{2}| > n^{1.5}] < e^{-\frac{n^3}{2}} < e^{-n}$. Therefore with high probability $\frac{\binom{n}{2}}{2} - n^{1.5} < m < \frac{\binom{n}{2}}{2} + n^{1.5}$. ■

**Claim 5.20** Let $X$ be the number of induced 5-cycles in $G$. With high probability $X = \Theta(n^5)$.

**Proof.** We assign an indicator $X_i$ for every set of 5 vertices. Let $X_i = 1$ if the graph induced by these five vertices is an induced 5-cycle, and $X_i = 0$ otherwise. It can be easily checked that $Pr[X_i = 1] = \frac{4i}{2i^2m} = \frac{3}{766}$.

$X = \sum_{i=1}^{\binom{n}{2}} X_i$, and by linearity of expectation we have $E[X] = \frac{3}{766} \binom{n}{5} = \Theta(n^5)$.

$$Var[X] \leq E[X] + \sum_{i=j} P[r[X_i \land X_j]]$$

In our case $i \sim j$ if $X_i$ and $X_j$ are different and have at least 2 common vertices. There are $O(n^8)$ sets with two common vertices, $O(n^7)$ sets with three common vertices.
and $O(n^6)$ set with four common vertices. The probability $Pr[X_i \land X_j]$ is less than 1, therefore $Var[X] = O(n^8)$. Using Equation (5.1), since $E[X] = \Theta(n^5)$, with probability larger than $1 - \frac{1}{n}$, $|X - E[X]| < \sqrt{nVar(X)} = O(n^{4.5})$ i.e., $X = \Theta(n^5)$.

$\blacksquare$

**Claim 5.21** Any edge in $E$ belongs to $O(n^3)$ induced 5-cycles.

**Proof.** Let $e_i \in E$. Each 5-cycle containing $e_i$ as an edge contains only 3 more vertices and there is a constant number of possible 5-cycles on each set of 5 vertices.

$\blacksquare$

**Theorem 5.22** With high probability the random graph $G(n, \frac{1}{2})$ has $\Theta(n^3)$ edges and minimum perfect deletion set of size $\Theta(n^2)$.

**Proof.** Let us look at a minimum perfect deletion set of the random graph $G(n, \frac{1}{2})$. We have to remove an edge from every induced 5-cycle. Since there are $\Theta(n^5)$ induced 5-cycles and each edge can participate in at most $O(n^3)$ induced 5-cycles, we have to remove $\Omega(\frac{n^5}{n^3}) = \Omega(n^2)$ edges. $\blacksquare$
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