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Abstract

A great challenge in understanding biological complexity is to reconstruct the
molecular networks governing the activity within the cell. Recent high throughput
techniques produce large scale measurements, which probe molecular networks
from different perspectives. In this thesis, we describe our studies of molecular
networks. We developed mathematical models for the representation of biological
networks and provided algorithms for model reconstruction using large scale
experimental data. Our computational methodologies accommodate information
from a broad variety of sources and of diverse types, including general biological
principles, established biological knowledge, and diverse large scale experiments.
By using computational techniques from combinatorial optimization, probabilistic
models and statistics, we could handle highly complex systems and large scale
datasets. We used our methods on yeast, and showed that the integration of large
scale data with mathematical modeling provides novel insights on the biological
system and generation of hypotheses for further research.

il



Contents

Introduction

1.1 The systems biology approach

1.2 Cellular activity can be measured in a genomic scale

1.3 Modeling approaches
1.3.1 Clustering algorithms identify functional groups
1.3.2 Interaction networks represent the backbone of molecular activity
1.3.3 Predictive models represent the behavior of the system

1.4 Summary of articles included in this thesis

Articles

2.1 Scoring clustering solutions by their biological relevance

2.2 Chain functions and scoring functions in genetic networks

2.3 Reconstructing chain functions in genetic networks

2.4. Modeling and analysis of heterogeneous regulation in biological networks
2.5 A probabilistic methodology for integrating knowledge and experiments
on biological networks

2.6. Refinement and expansion of signaling pathways: the osmotic response

network in yeast

Discussion

3.1. Scope and level of detail of the mathematical model
3.2. Evaluation of a candidate network in accordance to data
3.3. Reconstruction of the network

3.4. Statistical significance of the results

3.5. An iterative reconstruction of molecular networks.

Bibliography

v

0 W B~ W W N = -

12
13
22
32
46

65

82

93
94
95
96
97
98

99



Chapter 1

Introduction

1.1 The systems biology approach

High-throughput biotechnology enables the monitoring of thousands of biological
molecules simultaneously. This allows a global view on the cellular activity under
specific cellular conditions. The applications of such technology range from gene
functional annotation and molecular network reconstruction to diagnosis of disease
conditions and characterization of effects of medical treatments. Unlike the traditional
biological approach of studying individual proteins or genes one at a time, the high
throughput data make it possible to investigate thousands of molecular components
simultaneously, and facilitate elucidation of global regulatory principles. Thus, for the
first time in history, it is possible to obtain a comprehensive understanding of the
tremendous complexity of life.

Since the generation of high-throughput data has been greatly accelerated, major
efforts are invested in developing computational methodologies to analyze and extract
information from the data. The high-throughput data are integrated, visualized, and
modeled computationally. To date, despite the intensive studies and even in well studied
organisms, signaling pathways and regulation of gene expression are still far from being
completely understood, and many proteins are still uncharacterized.

To improve our understanding, we need to build computational models and analyze
them. Computational models can provide different kinds of insights: (i) General
properties - Global analysis of a model may provide understanding of general properties,
such as the scale free property in network models [10], and common model substructures
called network motifs [11, 12]. (ii)) Functional annotation - Protein function can be
elucidated by interpretation of the data in the context of a computational model. For
example, network models are used to propagate functional annotation from one protein to
another [13]. Alternatively, functional modules are used for annotation based on majority
rules [14]. (iii)) System behavior - mathematical models can generate predictions of
system state(s) under different conditions [15-17]. In this thesis, we focus on the latter



type of questions, aiming to design and analyze predictive models for molecular
networks.

1.2 Cellular activity can be measured in a genomic scale

High throughput gene expression measurements [18, 19] are currently the most
popular kind of functional genomic information. The technology of microarrays (DNA
chips) allows the measurement of thousands of mRNAs molecules simultaneously. The
resulting gene expression profiling is now a standard tool in many biological laboratories,
with applications to functional annotation, tissue classification, and regulatory motif
identification [20-22].

Many other high throughput techniques for probing biological systems are
constantly emerging. The information obtained from these techniques can be classified
into three categories: Information about the abundance of molecular components, about
the function of molecular components, and about interaction between components. The
abundance is measured for mRNA molecules (as mentioned above), protein molecules
(Mass spectrometry technology, see [23]) and metabolites (NMR and vibrational
spectrometry, see [24]). Data concerning the interactions between protein and DNA is
measured by ChIP-chip technology (using whole genome promoters [25] or tiling arrays
[26]) and provide information on the location of transcription factors on their target
promoters. Protein-Protein interactions provide information on signaling cascades and
protein complexes based on two-hybrid systems [27] or mass spectrometry. Functional
information is available using various experimental techniques such as synthetic-lethal
interactions [28], single-gene deletion microarray data [29], and global kinase effects [30,
31].

Interpretation of the high-throughput data sets is not easy and straightforward. The
data sets contain experimental noise, missing information and many technical artefacts
and biases. Many datasets are immense in size and have no agreed upon, standard
representation. Most importantly, each experimental technique measures only one type of
information, which can at best be used as a rough approximation for other types of
information needed. Despite the many problems with this data, researchers are making
progress by modeling and integrating together different kinds of genome-wide data sets.



1.3 Modeling approaches

We can distinguish between three different levels of increasing detail in
computational models:

(i) Functional groups model - This classical modeling approach dissects the
molecular components (e.g., genes, proteins) into groups with a common functionality.
The groups are called functional groups, parts lists, gene/protein sets, clusters, or
modules. This approach provides a rough understanding of the global architecture of the
system, and at the same time, aims to derive highly specific predictions on the
components’ functionality.

(i1) Topology model (interactions network) - This modeling approach describes the
structural features of the network. The model is a wiring diagram (graph), where nodes
represent molecular components and edges represent interactions among them. The
common models are protein-protein interaction networks and transcriptional gene
regulatory networks.

(iii) Predictive model - The heterogonous high-throughput information makes it
possible to go beyond modules and topology, and reconstruct a logical model. The model
describes how the interactions give rise to the function and behaviour of the system, and
represents either steady state or real-time dynamic behavior of the system. The model
computes the expected response to various external or internal stimuli, and allows
simulation of cellular behavior.

The preparation of computational models requires reliable high throughput data.
However, the current technology provides noisy and biased information. In addition,
biological systems are complex and have highly intricate regulatory mechanisms. Such
complex systems cannot be fully characterized based on a single experimental technique.
Hence, in order to obtain reliable models, the reconstruction algorithms should integrate
multiple independent data sets, thereby supporting the conclusions through several
independent types of information. In the following sections we discuss each of the
modeling approaches and show how it can be used to integrate multiple data sets.

1.3.1 Clustering algorithms identify functional groups

A central step in the analysis of whole-genome mRNA (or protein) abundance is the
identification of groups of genes (proteins) that exhibit similar expression patterns. This



translates to the algorithmic problem of clustering. In a clustering problem, the goal is to
partition the elements into subsets, called clusters, so that two criteria are satisfied:
Homogeneity- elements in the same cluster are similar to each other, and separation-
elements from different clusters are dissimilar. Clustering methods are used to partition a
very large matrix of expression levels to more informative subsets of gene or conditions,
which are assumed to share functionality or to form some biological modules. Many
standard clustering algorithms are commonly used, including hierarchical clustering [22],
k-means, and self organizing maps [32]. Other algorithms are specific and take into
consideration the special properties of the high throughput biological data [33, 34]. The
clustering approach was shown to be instrumental in functional annotation, tissue
classification, motif identification, operon prediction and more [20-22, 35-37].
Biclustering methods, which seek a subset of genes that exhibit a similar behavior across
a subset of conditions, were also proved to be useful in expression data analysis [38-40].
Usually, given a gene set of functionally-related genes or proteins, their common
functionality is identified by a functional enrichment, or enrichment of transcription
factors binding motifs [14, 41].

Instead of clustering new genome-wide experiments separately from any other data
sets, more robust sets can be constructed by integrating multiple datasets together (e.g.,
[42, 43]). Alternatively, recent methods used gene sets as basic building blocks for
additional analyses [44, 45]. Hence, instead of having to understand the behavior of
thousands of individual components, one can focus on a much smaller set of clusters.
Moreover, by considering the joint behavior of a large set, we can detect delicate changes
that are not significantly identified on individual genes.

1.3.2 Interaction networks represent the backbone of molecular activity

A. Transcriptional networks

Although clustering of gene expression data is a useful way to identify groups of
genes that are involved in a complex coordinated activity, it only tells us which genes are
co-regulated, without describing the regulatory rules. Discovering these rules requires
reconstruction of the causal interactions between transcription factors (TFs) and gene
targets, 1.e., the transcriptional network. The most straightforward way to build the
network is by using DNA-protein binding indicated by ChIP-on-chip results. These data



must be integrated with other data sources, since it is still prone to high error rate. The
prevalent integration paradigms are the following:

(i) Sequence analysis of a single or multiple genomes - Transcription factor
binding sites can help in exposing the transcriptional network. The binding sites can be
revealed based on their abundance in a single genome (for example, the MEME
algorithm [46]), or based on their pattern of evolution in the genomes of a few closely
related organisms [47-49].

(i1)) Combine genome sequence and expression data - In the basic method, after
identifying a group of co-regulated genes based on gene expression data, the regulating
TFs are revealed by overrepresentation of their cis-regulatory motifs [14]. Other methods
find the motifs without the need for clustering [50, 51].

(iii) Combine DNA-protein binding data and expression data - The basic
approach is to cluster genes that share the same expression pattern and then identify their
TFs using enrichment of DNA-protein binding data in their promoters. More
sophisticated approaches revise the clustering solution according to the binding data, in
order to obtain gene sets to which the same combination of TFs bind (e.g., [52, 53]).

B. Protein-protein networks

The modeling of the protein-protein interaction network requires reliable interaction
data sets, but current data are noisy and may be misleading. Hence, researchers are trying
to predict interactions using data integration from two or more distinct protein-protein
interactions assays, as well as from genome sequence, functional knowledge, co-
localization, and homologue interactions in other species [54-56].

Although the current interaction networks are incomplete, they still provide a
useful framework for extracting biological insights. First, it is possible to generate new
global hypotheses based on the interaction network [10-12, 57]. Second, it is possible to
improve the functional annotation by employing “guilt by association” and majority rule
principles in the context of the network (reviewed in [13]).

1.3.3 Predictive models represent the behavior of the system

Traditionally, molecular biology was an informal data-poor science, which applied
a reductionist hypothesis-driven approach. Informal static flowchart-type models of
specific pathways were used as a basic tool, providing a mental picture of the biological



system. The flowcharts conveyed information easily, and enabled researchers to
understand experimental results and plan experiments. However, given high-throughput
information, it is impossible to compare the charts to the huge amount of data manually.
Moreover, the large amount of available knowledge makes it impossible to mentally
capture and manage biological systems. In this situation, the informal flowcharts should
be replaced by formal mathematical predictive models, which are analyzed systematically
by computational algorithms.

A predictive model is a simplifying formal abstraction of the biological system,
which generates predictions of the system behavior under different conditions. Typically,
these models are represented by a network with an underlying logic. The nodes are
biological components, and the structure (topology) represents regulatory relations
among components. Each of the nodes is associated with a regulation function, which
describes its logic of regulation. Hence, the function represents the content (or production
rate) of the component given the content of its upstream components. The structure tells
“who acts on whom™ and the functions tell how. In biological context, the mathematical
models are referred to as cellular networks and molecular networks, and sometimes more
specifically as signaling network or metabolic network. Standard computational models
and learning algorithms can be applied to construct predictive mathematical models of
biological systems.

A large variety of possible model types are used in the biological and bioinformatics
communities. Modeling decisions include discrete vs. continuous, static vs. dynamic,
deterministic vs. probabilistic, and various levels of detail. Perhaps the most basic model
types are Boolean [58-60], qualitative [61], linear [62], differential equations [63], and
Bayesian networks [64-66].

In all levels of resolution, a key obstacle in trying to reconstruct a mathematical
predictive model from data is a large solution space: There are too many possible
solutions, and consequently an unrealistic amount of data is needed to identify the right
one. Due to this inherent complexity of the network, the solution space must be limited
using prior biological knowledge. The prior information can be classified as qualitative
vs. quantitative, structural (i.e., information about topology) vs. mechanistic (i.e.,
information about regulation functions), and general vs. specific knowledge on particular
components. Moreover, the prior knowledge can be used to bias the solution (i.e., used as
a soft prior) or to impose constraints on the solution. The prior information used in the
current literature for model reconstruction can be organized in four categories:



1. Qualitative constraints on the structure. Several works impose general biological
constraints based on general knowledge and understanding of biological networks. For
example, Gardner et al. [67] proposed a linear model of the SOS response in E. coli
assuming maximum of k regulatory inputs. Segal et al. [68] used a Bayesian network
model assuming decomposition of the network into modules of co-regulated genes.

2. Quantitative constraints on the structure. Independent high-throughput datasets are
commonly used as soft priors. For example, Imoto et al. [69] used protein-protein
interactions, protein-DNA interactions, and binding site information as priors for
Bayesian networks reconstruction. Herrgard et al. [70] used ChIP-on-chip results as prior
for elucidating the set of transcriptional target genes based on gene expression data.

3. Qualitative knowledge on reaction mechanisms. In most of the cases, even if we
understand the mechanism quite well, the exact parameters are unknown and the prior is
only qualitative. The ‘physicochemical approach’ uses the available qualitative physical
or chemical knowledge to formalize a differential equations model. The missing kinetic
parameters are filled by a calibration process (reviewed in [15], see for example [71-73]).
Alternatively, a probabilistic factor graph model [74] has been proposed to model known
interactions, their directionality and the sign of the immediate effects [75].

4. Quantitative knowledge on reaction mechanisms. Measured Kinetic rate constants
and stoichiometic coefficients are used as parameters in physicochemical modeling and
in metabolic engineering [15, 76].

Mathematical modeling of diseases is an essential step in the development of new
drugs, medical diagnostics and therapies. Up to now, most medical computational
research has focused on cluster analysis, statistical tests of hypotheses, and classification
of diseases subtypes. However, mathematical modeling may contribute to the
understanding of disease processes, provide quantitatively clinically relevant parameters,
simulate genetic diseases, and predict drug responses. Hence, mathematical models carry
the promise to become an important tool in personalized medicine and pharmacological
research [77].



1.4 Summary of articles included in this thesis

1. Scoring clustering solutions by their biological relevance
Irit Gat-Viks, Roded Sharan and Ron Shamir.
Published in Bioinformatics [1].

A central step in the analysis of gene expression data is the identification of groups
of genes that exhibit similar expression patterns. Clustering gene expression data into
homogeneous groups was shown to be instrumental in functional annotation, tissue
classification, regulatory motif identification, and other applications. Although there is a
rich literature on clustering algorithms for gene expression analysis, very few works
addressed the systematic comparison and evaluation of clustering results. Typically,
different clustering algorithms yield different clustering solutions on the same data, and
there is no agreed upon guideline for choosing among them.

We developed a novel statistically based method for assessing a clustering solution
according to prior biological knowledge. Our method can be used to compare different
clustering solutions or to optimize the parameters of a clustering algorithm. The method
is based on projecting vectors of biological attributes of the clustered elements onto the
real line, such that the ratio of between-groups and within-group variance estimators is
maximized. The projected data are then scored using a non-parametric analysis of
variance test, and the score’s confidence is evaluated. We validate our approach using
simulated data and show that our scoring method outperforms several extant methods,
including the separation to homogeneity ratio and the silhouette measure. We apply our
method to evaluate results of several clustering methods on yeast cell-cycle gene
expression data.

2. Chain functions and scoring functions in genetic networks
Irit Gat-Viks and Ron Shamir.

Published in Bioinformatics journal supplement for the proceedings of The 11th Annual
International Conference on Intelligent Systems for MolecularBiology (ISMB 2003) [2].

One of the grand challenges of system biology is to reconstruct the network of
regulatory control among genes and proteins. High throughput data, particularly from
expression experiments, may gradually make this possible in the future. Here we address
two key ingredients in any such ’reverse engineering’ effort: The choice of a biologically



relevant, yet restricted, set of potential regulation functions, and the appropriate score to
evaluate candidate regulatory relations. We propose a set of regulation functions which
we call chain functions, and argue for their ubiquity in biological networks. We analyze
their complexity and show that their number is exponentially smaller than all boolean
functions of the same dimension. We define two new scores: one evaluating the fitness of
a candidate set of regulators of a particular gene, and the other evaluating a candidate
function. Both scores use established statistical methods. Finally, we test our methods on
experimental gene expression data from the yeast galactose pathway. We show the utility
of using chain functions and the improved inference using our scores in comparison to
several extant scores. We demonstrate that the combined use of the two scores gives an
extra advantage. We expect both chain functions and the new scores to be helpful in
future attempts to infer regulatory networks.

3. Reconstructing chain functions in genetic networks

Irit Gat-Viks, Roded Sharan, Richard M. Karp and Ron Shamir.

Published in Proceedings of the Pacific Symposium on Biocomputing (PSB 04) [3]. A
journal version was published in SIAM journal of discrete mathematics [4].

This study builds on the chain function paradigm introduced in the previous study.
In this paper we study the computational problem of reconstructing a chain function
using a minimum number of experiments, in each of which only few genes are perturbed.
We address both the question of finding the set of regulators of a chain function, which is
typically much smaller than the entire set of genes, and the question of reconstructing the
function given its regulators. We give optimal reconstruction schemes for several
scenarios and show their application on real data. Our analysis focuses on the theoretical
complexity of reconstructing regulation relations, assuming that experiments provide
accurate results and that the target function can be studied in isolation from the rest of the
genetic network.

4. Modeling and analysis of heterogeneous regulation in biological networks

Irit Gat-Viks, Amos Tanay and Ron Shamir.

Published in Proceedings of the First RECOMB Satellite Workshop on Regulatory
Genomics and in Journal of Computational Biology (JCB)[6].

In this study, we propose a novel model for the representation of biological
networks and provide algorithms for learning model parameters from experimental data.



Our approach is to build an initial model based on extant biological knowledge and refine
it to increase the consistency between model predictions and experimental data. Our
model encompasses networks that contain heterogeneous biological entities (mRNA,
proteins, metabolites) and aims to capture diverse regulatory circuitry on several levels
(metabolism, transcription, translation, post-translation and feedback loops, among
them). Algorithmically, the study raises two basic questions: how to use the model for
predictions and inference of hidden variables states, and how to extend and rectify model
components. We show that these problems are hard in the biologically relevant case
where the network contains cycles. We provide a prediction methodology in the presence
of cycles and a polynomial time, constant factor approximation for learning the
regulation of a single entity.

A key feature of our approach is the ability to utilize both high-throughput
experimental data, which measure many model entities in a single experiment, as well as
specific experimental measurements of few entities or even a single one. In particular, we
use together gene expression, growth phenotypes, and proteomics data. We tested our
strategy on the lysine biosynthesis pathway in yeast. We constructed a model of more
than 150 variables based on an extensive literature survey and evaluated it with diverse
experimental data. We used our learning algorithms to propose novel regulatory
hypotheses in several cases where the literature-based model was inconsistent with the
experiments. We showed that our approach has better accuracy than extant methods of
learning regulation.

5. A probabilistic methodology for integrating knowledge and experiments on
biological networks

Irit Gat-Viks, Amos Tanay, Daniella Raijjman and Ron Shamir.

Published in Proceedings of the Ninth Annual International Conference on Research in
Computational Molecular Biology (RECOMB 05) [7] and in Journal of Computational
Biology (JCB) [8].

This study generalizes the model introduced in the previous work from
combinatorial to probabilistic setting. Here we introduce an extended computational
framework that combines formalization of existing qualitative models, probabilistic
modeling, and integration of high-throughput experimental data. Using our methods, it is
possible to interpret genome-wide measurements in the context of prior knowledge on the
system, to assign statistical meaning to the accuracy of such knowledge, and to learn
refined models with improved fit to the experiments. Our model is represented as a
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probabilistic factor graph, and the framework accommodates partial measurements of
diverse biological elements. We study the performance of several probabilistic inference
algorithms and show that hidden model variables can be reliably inferred even in the
presence of feedback loops and complex logic. We show how to refine prior knowledge
on combinatorial regulatory relations using hypothesis testing and derive p-values for
learned model features. We test our methodology and algorithms on a simulated model
and on two real yeast models. In particular, we use our method to explore uncharacterized
relations among regulators in the yeast response to hyper-osmotic shock and in the yeast
lysine biosynthesis system. Our integrative approach to the analysis of biological
regulation is demonstrated to synergistically combine qualitative and quantitative
evidence into concrete biological predictions.

6. Refinement and expansion of signaling pathways: the osmotic response network
in yeast

Irit Gat-Viks and Ron Shamir.

Published in Genome Research [9].

In this study we continue the development of the modeling and analysis strategy
introduced in the previous paper. We present algorithms that analyze experimental results
(e.g., transcription profiles) vis-a-vis the model, and propose improvements to the model
based on the fit to the experimental data. These algorithms refine the relations between
model components, as well as expand the model to include new components that are
regulated by components of the original network.

Using our methodology, we have modeled together the knowledge on four
established signaling pathways related to osmotic shock response in S. cerevisiae. Using
over 100 published transcription profiles, our refinement methodology revealed three
cross-talks in the network. The expansion procedure identified with high confidence large
groups of genes that are co-regulated by transcription factors from the original network
via a common logic. The results reveal novel delicate repressive effect of the HOG
pathway on many transcriptional target genes, and suggest an unexpected alternative
functional mode of the MAP kinase Hogl. The analysis also predicts novel feed-forward
and feedback loops in the regulatory network, which probably support cellular adaptation
to osmotic stress. These results demonstrate that by integrated analysis of data and of
well-defined knowledge on signaling pathways, one can generate concrete biological
hypotheses about signaling cascades and their downstream regulatory programs.
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ABSTRACT

Motivation: A central step in the analysis of gene expres-
sion data is the identification of groups of genes that exhibit
similar expression patterns. Clustering gene expression data
into homogeneous groups was shown to be instrumental in
functional annotation, tissue classification, regulatory motif
identification, and other applications. Although there is a rich
literature on clustering algorithms for gene expression anal-
ysis, very few works addressed the systematic comparison
and evaluation of clustering results. Typically, different cluster-
ing algorithms yield different clustering solutions on the same
data, and there is no agreed upon guideline for choosing
among them.

Results: We developed a novel statistically based method for
assessing a clustering solution according to prior biological
knowledge. Our method can be used to compare different clus-
tering solutions or to optimize the parameters of a clustering
algorithm. The method is based on projecting vectors of bio-
logical attributes of the clustered elements onto the real line,
such that the ratio of between-groups and within-group vari-
ance estimators is maximized. The projected data are then
scored using a non-parametric analysis of variance test, and
the score’s confidence is evaluated. We validate our approach
using simulated data and show that our scoring method out-
performs several extant methods, including the separation to
homogeneity ratio and the silhouette measure. We apply our
method to evaluate results of several clustering methods on
yeast cell-cycle gene expression data.

Availability: The software is available from the authors upon
request.

Contact: iritg @ post.tau.ac.il; rshamir@post.tau.ac.il; roded @
icsi.berkeley.edu

INTRODUCTION

DNA microarray technology enables the monitoring of
expression levels of thousands of genes simultaneously. This
allows a global view on the transcription levels of many genes

*To whom correspondence should be addressed.
" These authors contributed equally to this work.

under specific cellular conditions. The applications of such
technology range from gene functional annotation and genetic
network reconstruction to diagnosis of disease conditions and
characterization of effects of medical treatments.

A central step in the analysis of gene expression data is the
identification of groups of genes that exhibit similar expres-
sion patterns. Clustering methods transform a large matrix
of expression levels into a more informative collection of
gene sets (or condition sets) which are assumed to share
biological properties. Clustering gene expression data into
homogeneous groups was shown to be instrumental in func-
tional annotation, tissue classification, motif identification,
and other applications [for a review see Sharan et al. (2002)].

Although there has been extensive research on cluster-
ing algorithms for gene expression analysis (Eisen et al.,
1998; Tamayo et al., 1999; Ben-Dor et al., 1999; Sharan and
Shamir, 2000; Sharan et al., 2003), very few works have been
published on the systematic comparison and evaluation of
clustering results. Typically, different clustering algorithms
yield different clustering solutions on the same data, and
often the same algorithm yields different results for differ-
ent parameter settings, and there is no consensus on choosing
among them.

Different measures for the quality of a clustering solution
are applicable in different situations, depending on the data
and on the availability of the true solution. In case the true
solution is known, and we wish to compare it to another
solution, one can use, e.g. the Minkowski measure (Sokal,
1977) or the Jaccard coefficient [cf. Everitt (1993)]. When the
true solution is not known, there is no agreed-upon approach
for evaluating the quality of a suggested solution. Several
approaches evaluate a clustering solutions based on its intra-
cluster homogeneity or inter-cluster separation (Hansen and
Jaumard, 1997; Sharan et al., 2003; Yeung et al., 2001). How-
ever, the homogeneity and separation criteria are inherently
conflicting, as an improvement in one will usually correspond
to worsening of the other. One way of getting around this
problem is to fix the number of clusters and seek a solution
with maximum homogeneity. This is done, for example, by the
classical K-means algorithm (MacQueen, 1965; Ball and Hall,

Bioinformatics 19(18) © Oxford University Press 2003; all rights reserved.
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1967). For methods that evaluate the number of clusters see,In the rest of the paper, after providing some background,
e.g. Hartigan (1975); Tibshiraet al. (2000); Ben-Hurt al.  we describe our method, and give results on its performance
(2002); Pollard and van der Laan (2002); Dudoit and Fridly-on simulated and real data.
and (2002); McLachlan (1987). Another way to overcome
the problem is by presenting a curve of homogeneity versus
separation (Ben-Dor, private communication). Such a curv& RELIMINARIES
can show that one algorithm dominates another if it provides he input to a clustering problem consists of a set of elements
better homogeneity for all separation values, but typically dif-and a characteristic vector for each element. A measure of
ferent algorithms will dominate in different value range. An (dis)similarity is defined between pairs of such vectors. (In
alternative method suggested by Kaufman and Rousseeugene expression, elements are usually genes, and the vector
(1990), evaluates a solution using a numerical measure calleaf each gene contains its expression levels under each of the
the average silhouette. This method performs well in generamonitored conditions. Dissimilarity between vectors can be
but fails to detect fine cluster structures (Pollard and van demeasured, e.g. by their Euclidean distance.) The goal is to
Laan, 2002). partition the elements into subsets, which are catleders,
Clustering quality can also be visually assessed byso that two criteria are satisfied: homogeneity — elements in
using discriminant analysis [e.g. Stephanopoutbsal. the same cluster are similar to each other; and separation —
(2002); McLachlan (1992)] or principal component analysiselements from different clusters are dissimilar.
[e.g. Mendezet al. (2002)], that reduce data dimensional- Let N be a set ofi elements and lef = {Cy,...,C;} be a
ity. Single clusters can be scored based on prior biologicapartition of these elementsintolusters. We call two elements
knowledge, e.g. by checking for functional enrichment offrom the same clustemates (with respect ta’). A common
genes in a cluster or searching for common motifs in theiprocedure for evaluating a clustering solution given the true
promoter regions (Tavazodatal., 1999). Clustering solutions solution, is to compute it3accard coefficient [see, e.g. Everitt
can in some cases be assessed by applying standard statistigE993)], which is the proportion of correctly identified mates
techniques. For high-dimensional data, multivariate analysisut of the sum of the correctly identified mates plus the total
of variance (MANOVA) and discriminant analysis (Huberty, number of disagreements (pairs of elements that are mates in
1994; Mendezt al., 2002) are appropriate if the data are exactly one of the two solutions). Hence, a perfect solution has
normally distributed. For the case of non-normal data, therecore 1, and the higherthe score —the better the solution. When
are several extensions that require the data to be either lowhe true solution is not known, a solution can be evaluated by
dimensional (Bishoyet al., 1975) or continuous (Katz and its homogeneity and separation. Th@mogeneity of C is the
McSweeney, 1980). If attributes are independent one can alsaverage distance between mates, anddbaration of C is the
test the significance of the grouping for each dimension sepasaverage distance between non-mates (Hansen and Jaumard,
ately, and combine the resulting scores (Pesarin, 2001). Norf©97; Shararet al., 2003). Another popular measure is the
of these methods apply when wishing to test the significancaverage silhouette (Kaufman and Rousseeuw, 1990), which
of a clustering solution based on high-dimensional vectors ofs computed as follows: define tis#houette of element; as
dependent biological attributes that do not necessarily followb; — a;)/ maxa;,b;), wherea; is the average distance of
a normal distribution and may even be discrete. element;j from other elements of its clustér;; is the average
In this paper we devise a statistically based method fodistance of element from the members of cluster;, and
comparing clustering solutions according to prior biologicalb; = ming:j¢c,; bjx. Theaverage silhouette is the mean of
knowledge. In our method, solutions are ranked according tthis ratio over all elements.
their correspondence to prior knowledge about the clustered Our main focus is the evaluation of clustering solutions
elements. Given a vector of (continuous or discrete) attribusing external information. The setup for the problem is as
utes for each element, our method tests the dependendgllows: we are given an x p attribute matrix A. The rows
between the attributes and the grouping of the elements. Thaf A correspond to elements, and tiie row vector is called
test is applied simultaneously to all the attributes. In ourtheattribute vector of elementi. We are also given a cluster-
application, elements are genes, clustered according to théimg C = {Cy, ..., C;} of the elements, wherg = |C;|. For
expression patterns, and the attributes of a gene are binacpnvenience, we shall also index the attribute vectors by the
indicators of its membership in specific functional classesclustering, i.e. use;; = (ailj, .. ,aipj) as the vector of ele-
In this case, the method computes a quality score for thenent; in clusteri. Typically C is obtained without using the
functional enrichment of these classes among each solutioniaformation inA. Our goal is to evaluaté with respect toA.
clusters. At the heart of our method is a projection of the high- When p = 1, there are established statistical tests for
dimensional data to one dimension, to avoid the problem ofhe problem. Such tests will serve as building blocks in our
applying MANOVA to the data. Using the one-dimensional method. In the case that the attribute is normally distrib-
data, the solutions are compared based on their score inwded, and under the assumption that the variances of the
non-parametric ANOVA test. population distributions are identical, we can use standard
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analysis of variance (ANOVA) methods to test the significanceability to discriminate between the clusters using the one-
of the grouping [see, e.g. Sokal and Rohlf (1995)]: supposeimensional data. Finding the weights will be done inthe same
that the attribute of elementin clusteri has valuez;;. Let  manner as in Linear Discriminant Analysis (LDA) (Huberty,
a; denote the mean of the elements in clusteand leta 1994). The procedure for weight finding does not require
denote the total mean of all elements. When ANOVA is any assumptions on the distribution &f LDA creates such
carried out, the null hypothesis is that the groups do not difa linear combination by maximizing the ratio of between-
fer in location, i.e.Hp: w1 = u2 = --- = w;, whereu; is  groups-variance to within-groups-variance, as followsulet
the expectation of group The test statistic typically used is be somep-dimensional vector of weights. The statistic being
the ratio of variance estimator, i.e. the ratio of the hypothesisnaximized is the ratio of MSH to MSE:

(or between-groups) mean square (MSH) to the error mean

square (MSE): S _asi(w-a —a-a)?/(—1)

Fw) = == — &)
MSH SSH/( — 1) i1 2w - ai; —w - a)2/(n — 1)
Fn=ysg = SSE/(n — 1) @
wherea; is the mean vector of clustér anda is the total
where the hypothesis sum of squares is SSBT_, si(@—  mean vector. When introducing an additional constraint of a
a)? and the error sum of squares is SSEY | _; > _1(@j—  unitdenominator, the maximum value®fw) is proportional

a;)?. Under certain data conditions th@; statistic has a to the greatest root of the equatipgii — LE| = 0. Here,H is
(central)F distribution with/ —1 andz —/ degrees of freedom. a p x p matrix containing the between-groups sum of square

In case the attribute (or some transformation of it) does nof,, = Zﬁ:l si(al —a")(a] —a*), andE isap x p matrix of
follow a normal distribution, one can use the Kruskal-Wallis the sum of squared errois, = Zi’:l Z;y_ (a’; —al)(a

-
(KW) test [cf. Sokal and Rohlf (1995)] as a non-parametriczs) wherea! is the mean of aftribute in clusteri anda’
ANOVA test. The test assumes that the clusters are indepengk the total mean of attribute Thus, the desired combination
entand have similar shape. We shall denot@by (C, A)the s the eigenvector corresponding to the greatest root. This

p-value obtained by the KW test for a clusteriigising the  resyit holds without assuming any prior distribution on the
attributeA: N — R. For the multidimensional case (- 1),  attributes.

the MANOVA test [cf. Sokal and Rohlf (1995)] applies the

same objective functiofiyy, but it applies only if the attribute 2 Projection. Apply the linear combinatiow to the attrib-
matrix is multinormally distributed. ute vectors, thereby projecting these vectors onto the real line.

Thatis,z;; = 3, aj;w'.

METHOD 3. Computing CQSusing the projected values. We now eval-
Our goal is to evaluate a clustering solution given an attrib-uate the clustering vis-a-vis the projected attributes using the
ute vector for each element, which represents the prioKW test. We define CQS as — lgg wherep = P*W(C, Z),
biological knowledge about the element. To this end, thd-e. the p-value assigned to the clustering by the KW test.
MANOVA test is particularly appealing, as the numerator in Note thatp is not the probability of observing the original
Equation (1) (MSH) measures the separation (normalized bgttributes allocation randomly, since the vector data was first
the number of clusters) and the denominator (MSE) measurd¥ojected to maximize the variance ratio. Rather,thealue
the (normalized) homogeneity. However, the distribution ofis the probability that all values in this particular projection
attribute vectors does not necessarily meet the requirements Bave been taken from the same population. Hence, CQS favors
MANOVA test. Such is the case, in particular, when attributesclustering solutions whose best discriminating weights enable
are binary. Thus, we propose to project the high-dimensionagignificant grouping.
attribute vectors onto the real line using a linear combina- 4 Egimating confidence. In order to estimate the accuracy
tion of the attributes. Then, the solutighis scored by &  of the scores and the significance of differences between the
non-parametric one-way ANOVA test on the one-dimensionalcores of distinct solutions, we evaluate the sensitivity of CQS
data. We refer to the result as taS (Clustering Quality o small modifications of the clustering solution. Intuitively,
Score) of the clustering. CQS is computed as follows: the larger the influence of small perturbations in the clustering

1. Computing a linear combination of the attributes. Each ~ on the CQS value, the smaller the confidence we have in the
element is assigned a real value, which is a weighted sur@QS. Specifically, for a given original solution we generate
of its attributes. An attribute’sveight is its coefficient in  a group of alternative clustering solutions. Each alternative
the linear combination. Intuitively, we would like to weight solution is obtained by introducing exchanges of random
the attributes such that they will contribute to the solutionpairs of elements from different clusters of the original solu-
score according to their ‘importance’. Usually, we do nottion (k is typically small, such as 2% of the elements). The
know in advance the desired weighting of the attributes. INCQSconfidenceis the standard deviation of CQS for the group
such cases, we propose to use weights that maximize thaf alternative clustering solutions.
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The overall procedure is as follows:
30

1. Findthe eigenvectar corresponding to the greatest root oF=& .
of the system of equationg — AE| = 0. e
. mF=15
2. For each attribute vectay; setz;; = Y, a,?jw’. razo
3. Computep = PXW(C, 7); let CQSC, A) = —log p. zo | mrses
4. Estimate the statistical confidence of the result by
perturbations oi. T —

Our scoring scheme can be applied in several ways and fc
several purposes. Our focus in this study is the evaluation c
clustering solutions given external biological attributes, that
were not used in the clustering process. Another applicationc| =1
our score is internal validation of solutions based on the sam
attributes that were used in generating the clustering. Thi| @

can help in choosing among different clustering algorithms = 10x5/MH
as well as in optimizing the parameters of a specific algorithn [,
(for example, choosing the number of clusterskemeans). or=e 5
40N gr=10
RESULTS o || mrEts
. . . . =20
The score calculation was implemented in Perl under linux | . || :r=25

using MATLAB. Running time for a data set of 750 clustered
elements and 80 attributes is about a minute, on a standa | 25
800 MHz PC. Below we report on the performance of our
method on simulated and real data.

20

Simulations

We validate our method by conducting a series of tests o

simulated data. We tested the effect of the one-dimension:| =

projection of the attribute vector, the sensitivity of CQS to the mEn |

solution accuracy, and the ability of CQS to pinpoint the right ¢ '

number of clusters and to detect fine clustering structures.
The data were generated as follows: profiles of 80 binary

attributes were generated for five groups ef 50 geneseach. Fig. 1. Clustering parameters on simulated dataaxis: scores of

(We use the term ‘genes’ for uniformity. The simulations testfive simulation setups = 6, 10, 15, 20, 25 in different gray scale

the score irrespective of the nature of the clustered elementsdlors. @) Scores are Homogeneity (H), separation (S) and their ratio

For each attribute we randomly selected one group in whiclen the original data.B) Scores are Homogeneit§i(), separation

its frequency will ber, and in the other four groups its fre- (8*), their ratio and CQS on the projected (reduced) data. Numbers

guency was set tay. The set of (ro) genes with that attribute  are average of 10 runs.

was randomly selected from the relevant groups= 5 was

used throughout. Since we randomly select for each attribut@onotonicity of the homogeneity, separation and their ratio

the single group with frequenay, the overall density of the as a function of-, which is manifested on the original data,

attribute vectors should be about the same for all elementss preserved on the reduced data. The same monotonicity was

and the distinction must be based on individual attributesobserved ineach of the 10 repetitions. Also, as expected, CQS

Clearly, the larger the difference betweeandro, the easier improves monotonically with.

the distinction between the groups. The projected data for two simulations with= 6 and

r = 25 are visualized in Figure 2. For= 6, the clusters look

A. The effect of one-dimensional projection. First, we very similar, even though the data were reduced using the best
wished to examine the effect of reducing the attribute dimen- y ' 9 9

sionto 1. We simulated data sets witk= 6, 10, 15, 20 and 25. §eparat|ng linear cor_nbmahon. Onthe other handy f@.zs’
. : inter-cluster separation of most clusters is clearly visible.

For each data set we computed the ratio of separation to homo-

geneity of the true clustering on the original dasg &) and B. Theeffect of solution accuracy on CQS. To test the sensit-

on the projected data{/H*). This procedure was repeated ivity of CQS to the clustering solution, we simulated data with

10 times. The results are shown in Figure 1B. Clearly, the- = 25, and compared CQS of the true partition with that of

-

10xH* 10x 5% SFH* Cas
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Fig. 2. Box plots for the projection of five simulated clusters with ) ] ) )

r = 6 (A) andr = 25 (B) after dimensionality reduction. Theaxis ~ F19- 4. Comparison between clustering solutions on simulated data
is the real-valued projection of the elements. Each box-plot depict&fter spllttlng*clu?ersﬁ() or merging clusters). Each diagram
the median of the distribution (dot), 0.1 and 0.9 distribution quantilesSNoWs CQS5™/H* andS/H (y-axis) of the true solution (gray) and
(white box), and the maximum and minimum values. the modified solution (black). Numbers are average of 10 runs.

cas Jaccard
w0 - 1.2

For the merging test, we simulated two 5-cluster data sets
with r = 25 andr = 6 as above, using = 25. We then
combined these data sets into a single data set whose true
solution consists of 10 equal size clusters with 25 genes each.

# o4 We next merged pairs of clusters, one from each original

" 02 data set, to form in total five clusters with 50 genes each.

. 0 These five clusters comprised the alternative (merged) solu-
a 10 20 40 60 &0 100 200 400 600 &S00 1000 5000 10000 20000

tion. Figure 4B shows the parameters of the resulting partition
before and after the merging, averaged over 10 runs. As in the

Fig. 3. Effect of the solution accuracy on CQS. The accuracy ofgjiing test, all the measures decrease due to the merging,
different clustering solutions is measured by the number of inter-

. . o - and this is observed in all runs, as well as on the average.
cluster exchanges introduced in the original soluti+axis: number The d of/H i intained and enl d B/ H*
of exchangesY-axis: CQS (black bars, left scale) and Jaccard e decrease of/H Is maintained and enlarge /
coefficient (gray bars, right scale). and CQS. )
Next, we tested the agreement of CQS with Jaccard coef-

ficient: we simulated 5-cluster data with= 25 and applied
other, similar and remote partitions. Those were produced by -means (MacQueen, 1965; Ball and Hall, 1967) to the data,
starting with the true solution and repeatedly exchanging avith K = 2,..., 15. Sincek -means seeks a clustering solu-
randomly chosen pair of elements from different clusters. Adionwith K clusters, we expect the solution’s quality to decline
evident from the results in Figure 3, CQS is highest for theas the differencek — 5| increases. A good score should mani-
true partition and decreases with the number of exchangdest such trend. We computed CQS and Jaccard coefficient
applied (200 exchanges generate an essentially random parigr each clustering solution, as well 8¢H. The results are
tion, so further exchanges have no effect). We also computeshown in Figure 5. CQS behaves as the Jaccard coefficient
for each intermediate solution its Jaccard score. As expectednd S/H, with a maximum atk = 5, the true number of
the Jaccard coefficients of these solutions decrease with tr@usters. Moreover, the ranking of all 14 solutions according
number of exchanges. to the Jaccard score (which is based on the true solution) and

C. Sensitivity of CQStothe number of clusters. Our nextgoal a.ccordin.g to QQS (WhiCh.is based on the attribIJtes onIy)_are
was to test the sensitivity of CQS with respect to the numbeI"rtua".y identical. The ratio score also dp es quite vyell, with
of clusters. A robust score is essential for comparing soly@ Maximum ak = 5. Howeyer, the ranking of solutions by
tions with different number of clusters. To this end we testeoth'S score does not agree with the Jaccard score.
how CQS changes when splitting or merging clusters. For the D. CQSability to detect fine clustering structures. Our next
splitting test we simulated data with= 25. We compared goal was to test the ability of CQS to identify fine structures
the true 5-cluster solution with a 25-cluster solution obtainedn the data. Profiles of 30 binary attributes were generated for
by randomly splitting each of the 5 clusters into 5 equal-sizefour clusters of: = 50 genes each. For each attribute, its fre-
sub-clusters. This test was repeated 10 times. The parametengenciesin clusters 1, 2, 3and 4 were set g 80— b and 48,
of the solutions before and after the splitting, averaged overespectively. We simulated data sets witk- 3, 5, 10, 15, 20.

10 runs, are shown in Figure 4A. In all runs, as well as onFor each data set, we scored two clustering solutions: the
the average, we observe a decrease of the clustering qualityiginal 4-cluster solution, and a 2-cluster solution obtained
measures. The decreasé¢@f{ is maintained (and even made by merging cluster 1 with 2 and merging cluster 3 with 4.
more pronounced) in CQS and on the reduced d&itar *). Thus, for large values df we expect the 4-cluster solution to
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Fig. 6. Ability of the different scores to distinguish similar clusters.
Fig. 5. Comparison of quality measures on solutions of variousWe simulated 4-cluster data with attribute frequenciés 20—b, 48,
accuracies. Scores are plotted for differéftmeans’ solutions. and used different values for We obtained a 2-cluster solution by
X-axis: K-means’ solutions witlk = 2,...,15.Y-axis: CQS (light  merging cluster 1 with 2 and 3 with 4 axis: value ofb in the
gray), Jaccard (black) angl/ H (gray) scores. The true number of simulation.Y-axis: the ratio of the scores for the 4-cluster and 2-
clusters is 5. cluster solutions. The scores are silhouette (gréiy§ (dark gray)
and CQS (black).

score higher than the 2-cluster solution. Note that unlike the
previous simulations, where distributions of individual attrib-
utes were designed to differ between clusters, here it is onligentified in these data 800 genes that are cell-cycle regulated.
the overall attribute density which is directly controlled. This We used the expression levels of 698 out of those 800 genes,
design is the binary equivalent to the Gaussian clusters witwhich have up to three missing entries, over the 72 condi-
different means that appears, e.g. in Pollard and van der LadiPns. The missing entries in each gene were completed with
(2002). For each data set and each of the two solutions, wée average of its present entries. Each row of the 692
computedS/H, CQS and the average silhouette score. matrix was normalized to have mean 0 and variance 1.

The ratios of the 4-cluster to 2-cluster scores, averaged over Based on the analysis conducted by Spelleta. (1998),
10 runs, are presented in Figure 6. As expected, the ratios avée expect to find in the data five main clusters, each one
increasing withb in all scores. The silhouette for the 2-cluster corresponding to genes peaking in one of the cell cycle
solution is always greater than for the corresponding 4-clustephases (G1, S, G2, M and M/G1). The 69872 data
solution. Similarly, fo» = 3,5, 10, 155/ H is greater forthe  set was clustered using four clustering methosmeans
2-cluster solution. In all those cases, the scores would prefdMacQueen, 1965; Ball and Hall, 1967), SOM (Kohonen,
the incorrect, 2-cluster solution. In contrast, CQS is able tol997; Tamaycet al., 1999), CAST (Ben-Doket al., 1999)
identify the fine structure in the data: for alivalues except and CLICK (Sharan and Shamir, 2000; Shaetal., 2003).
b = 3, CQS rates the 4-cluster solution above the 2-clustefhe solutions ofk-means, SOM and CLICK were obtained
solution, as desired. Fér = 3, the 2-cluster CQS is higher usingthe EXPANDER software (Shararal., 2003). CAST'’s
than the 4-cluster CQS, since there is almost no differencgolution was produced by the authors of the software and
between the clusters with 2 or 3 occurrences of attributes, anig the same as reported in (Shamir and Sharan, 2002). The

between the clusters with 47 or 48 occurrences. K-means algorithm was executed wikh = 5. The SOM
algorithm was executed on a2 3 grid and produced six
Yeast cell-cycle data clusters. The CAST solution has five clusters. CLICK was

We also tested our approach on clustering solutions computeskecuted with default parameters and generated a solution
on the yeast cell-cycle data set of Spellmatral. (1998).  with six clusters and 23 singletons. Each singleton was sub-
The data set contains 72 expression profiles from yeast cusequently assigned to its closest cluster in order to produce a
tures synchronized by four independent methaddactor  solution with no singletons. The similarity measure used in

arrest, arrest of a cdc15 temperature sensitive mutant, arreslf cases was Pearson correlation coefficient. Another solution
of a cdc28 temperature sensitive mutant and elutriation. [Ashat we included in the analysis is the one reported in Spellman
in Tamayoet al. (1999), an additional 90 min data point in et al. (1998), which was generated by manually dividing the

the cdcl5 experiment was not used.] Spellregal. (1998)  genes into five groups using their peak of expression, in order
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to approximate the five cell-cycle phases. We shall refer to it
as the ‘true’ solution.

To evaluate the five solutions, we used as gene attributes the
GO classes (The Gene Ontology Consortium, 2000) at level
5 of the ontology, including process, function and component
attributes. In addition, we used the MIPS annotation (Mewes
et al., 2002) at level 4. We removed attributes indicating that
the functional class of the gene is still unknown and used only
attributes that occur in at least four of the genes. Overall we
used 51 GO process attributes, 37 GO function attributes, 27
GO component attributes and 59 MIPS attributes. We applied
the analysis to 370 genes that had at least one attribute. CQS
was computed three times, using the GO process attributes
only, all GO attributes, and the MIPS attributes only. The
results are depicted in Figure 7. For comparison purpose, we
also scored arandom clustering of the data into five equal-size
clusters.

The random solution consistently obtained the lowest scores
in all annotation categories. Using the process GO annotation
(Fig. 7A), the CLICK, CAST and SOM solutions achieved
the highest scores. Notably, they are scored higher than the
‘true’, K-mean and random solutions. When using all GO
annotations (Fig. 7B), a similar pattern of scores is observed.
Qualitatively, we got the same results when using GO annota-
tions at level 4 of the hierarchy (data not shown). When
evaluating all solutions based on MIPS level 4 annotations
(Fig. 7C), CAST achieved the highest score. This exemplifies
the fact that different biological attributes lead to different
evaluations of clustering solutions.

In a different test, we ran SOM with 2, 3,., 8 clusters on
the same data set and calculated CQS of each solution. Clear
best results were obtained for 5 and 6 clusters, as expected,
(28 + 1, 29+ 1 respectively, with all other cluster solutions
scored below 23).

Next, we present an analysis of CQS for the CLICK solu-
tion using all 115 GO attributes. Figure 8A is a scatter plot
of weight versus enrichment for each attribute, using this
solution. Theenrichment of a k-cluster solution for a given
attribute, is defined by-log p wherep is the p-value of the
G-test of independence (Sokal and Rohlf, 1995) with-aR2
table. It tests independence between element attributes and
the partition into clusters. Note that tligtest enables us to
evaluate functional enrichment for more than a single cluster.
The frequently used hyper-geometric Fisher exact test of inde-
pendence (Sokal and Rohlf, 1995) tests functional enrichment
of a single cluster only.

As expected, the highest ranking attributes (both using the
weights and the enrichment) are related to cell cycle. Notably
there is a correlation between the enrichment of an attrib:
ute and the absolute value of its assigned weight (Fig. 8B)
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Fig. 7. CQS of six clustering solutions for the yeast cell cycle data of
Spellmaret al. (1998). CQS is computed using GO level 5 process
attributes only A), all GO level 5 attributesR) and MIPS level 4

This corr_elation is expected,__since r_nor_e E_:nriched attribUteﬁttributes C). Y-axis: CQS.X-axis: clustering solutions. CQS for
can contribute more to our ability to discriminate between thesach clustering solution is presented along with its confidence, by

clusters and, thus, they are expected to have higher weightéemputing the standard deviation of 10 other solutions achieved by
However, we do not expect a perfect correlation between theeven random pair exchanges in the original solution.
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two measures, since the goals of the attributes weighting and

. ® the enrichment measure are different and, more importantly,
because thes-test takes into consideration each attribute

® o) separately, while the weights are computed by considering all

* attributes together and, thus, they reflect relations between
& & attributes. For example, consider the ‘DNA metabolism’
attribute, which deviates significantly from the correlation
. M (Fig. 8C). The enrichment of ‘DNA metabolism’ in clusters 1
and 2 overlaps to a large extent with that of ‘DNA replication’

— and ‘Chromosome organization and biogenesis’, and this is
. . . . . . partially reflected in their weights. Therefore, the weight of

03 2 -01 D 0 02 03 04 ‘DNA metabolism’ is lower than expected.

enrichment
*

®®
@

A

weight
A
. . DISCUSSION
weight |enrichrment Go Mame | GO number ] . ) ) . .
0.18 DMA metahalism 0:0006259 Clustering is a central tool in gene expression analysis. Dif-
-g-fg DA replication ggiggggégg ferent clustering methods usually produce different solutions,
-0. SENsOry perception : : . .
B nucleoplasm 500005654 of which one has to pick one or few preferred sglutlons. We
0.27 amino acid metabolism GO-0006520 propose here a method called CQS for evaluating a cluster-
017 ATP dependent DNA helicase (30:0004003 ing solution based on its biological relevance. Our method
U2 chromatin G007t/ can be applied to compare the functional enrichment of many
017 chromatin binding 00003652 . . . . . . .
0132 hexase transparter 500015149 blologlcal attrlbu_tgs smultaneously in d|ffer.en.t clustering
0.28 microtubule organizing center GO:0005815 solutions. In addition, it may be applied to optimize the para-
L spindle 50:0005819 meters of a clustering algorithm (e.g. to determine the number
022 269 DNA hinding 00003677 £ ol Th hod is based : “ f th
013 283 cellwal GO-O0IEE1G of clusters). The met od is based on using attributes of the
0.24 262  chromosome organization 50:0007001 clustered elements, which are available independently from
0.02 2.58 nucleotidyltransferase GO:0016779 the data used to generate the clusters.
-0.20 2,55 cytoplasm 00005737 - . . . .
0o 281 transpon ~O-000EG10 . We emplrlca!ly validated CQS using a variety of S|mu'la—
009 241 ronosaccharide transpart 500015749 tions. Our scoring method was shown to outperform previous
0.21 235 structural constituent of cytoskeleton  GO:0005200 numeric methods for C|u5tering evaluation, inc|uding the
-0.06 2.33 zygote formation (sensu Fungi) 000304652 : f : :
0o 312 endoplasmic reticulurn 50 0005753 separation to homogen_elty ratio and the average S|Ih0L_1ette
0.28 211 organelle organization and biogenesis GO:0006396 measure. We also app“ed CQS to compare between differ-
ent clustering solutions of the cell cycle data set of Spellman
B et al. (1998) using binary attributes from the GO and MIPS
By BT L2 &8 &8 6 G annotation databases.
DMA Metabolism (7 = 1 1 0 : . . -
DNA Replication (i) 7 3 5 0 = _ According to our results_, CQSis sensitive tqsmall r_nod|f|qa-
Chromosome organization (i | 4 10 O 1 1 0 tion of the clustering solution and to changes in the simulation
(Jy+ii) woono 1 1.0 0 setting. In order to evaluate the significance of the difference
E?;EHE) g g g g g g in CQS between clustering solutions, we use a CQS confid-
Total ganes in clusters TR R ence measure. For example, the CAST, CLICK and SOM

solutions in Figure 7A and B, cannot be meaningfully ranked
C by their scores. We may only conclude that CAST, CLICK
and SOM have higher scores than the ‘True’, Random and
Fig. 8. Attribute weights and enrichment values in the CLICK solu- K-means solutions. According to the results, although the
tion to the cell cycle data of Spellmat al. (1998), using all GO “True’ solution was hand crafted in order to approximate the
attributes. A) A scatter plot of enrichmenty¢axis) versus weight ¢g|| cycle phases, the solutions produced by CAST, CLICK
(x-axis), for each GO attribute. Attributes with high absolute weights;nq SOM are more aligned with the biological attributes.
(>0.15) are marked in black. Attributes with high enrichmenBl  \ve note that these results should be treated with caution
are circled. B) The 22 most enriched attributes. High attribute _. . .
; ) . o since the database annotations are incomplete and may be
values in enrichmentx3) or weight &0.15) are highlighted. Note ggiased

that the 14 top weighted attributes are contained in the 22 mo ) . . .
enriched attributes.@) The distribution and co-occurrence of the The attribute weights were computed using information

attributes ‘DNA metabolism’, ‘DNA replication’ and ‘Chromo- about all the attributes together, without assuming that the

some organization and biogenesis’ in the six clusters of the CLICKattributes are independent. Frequently, the functional enrich-
solution. ment of each attribute in each cluster, is computed separately
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[e.g. Tavazoiest al. (1999)]. In such cases, since the attrib- Mendez,M., Hoedar,C., Vulpe,C., Gonzales,M. and Cambiazo,V.

utes might be dependent (as we exemplify in Fig. 8B), the (2002) Discriminant analysis to evaluate clustering of gene

real fraction of functionally enriched attributes might be over expression dat&EBSLett., 522, 24-28.

estimated. Mewes,H.W., Frishman,D., Guldener,U., Mannhaupt,G., Mayer,K.,
CQS can be applied to a wide range of other attribute types. MOkrejs;M., Morgenstern,B., Munsterkotter,M., Rudd,S. and

For example, one can use continuous attributes corresponding Ve 'B- (2002) MIPS: a database for genomes and protein

to sequence motifs, that represent the likelihood of having tha’;ez:l?;eg Cé?g&auftﬁgﬁ;fbﬁ&a;;; Tests. Wiley, New York

motif. QQS has the advanf[age that it can use such continuo%”ard‘K. and van der Laan,M. (2002) A method to identify

data without any assumption on the data distribution. significant clusters in gene expression data.Srth World
Multiconference on Systemics, Cybernetics, and Informatics, to
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ABSTRACT

One of the grand challenges of system biology is to
reconstruct the network of regulatory control among
genes and proteins. High throughput data, particularly
from expression experiments, may gradually make this
possible in the future. Here we address two key ingredients
in any such ‘reverse engineering’ effort: The choice of
a biologically relevant, yet restricted, set of potential
regulation functions, and the appropriate score to evaluate
candidate regulatory relations.

We propose a set of regulation functions which we call
chain functions, and argue for their ubiquity in biological
networks. We analyze their complexity and show that
their number is exponentially smaller than all boolean
functions of the same dimension. We define two new
scores: one evaluating the fitness of a candidate set of
regulators of a particular gene, and the other evaluating a
candidate function. Both scores use established statistical
methods. Finally, we test our methods on experimental
gene expression data from the yeast galactose pathway.
We show the utility of using chain functions and the
improved inference using our scores in comparison to
several extant scores. We demonstrate that the combined
use of the two scores gives an extra advantage. We expect
both chain functions and the new scores to be helpful in
future attempts to infer regulatory networks.

Contact: {iritg,rshamir} @post.tau.ac.il

INTRODUCTION

The regulation of mRNA transcription is critical to cellu-
lar function. Large-scale gene expression (GE) measure-
ments, using, e.g. DNA microarrays (Derisi et al., 1997;
Lockhart et al., 1996), may enable the reconstruction of
the regulatory relations among genes. By the regulatory
relation of a target gene, we mean the set of genes that
together regulate it, and the particular logical function by
which this regulation is determined. This paper focuses on
inference of regulatory relations from GE profiles.

Most current expression analysis tools are based on clus-
tering (e.g. Eisen et al. (1998), Ideker er al. (2001) and

*To whom correspondence should be addressed.

Sharan et al. (2002)). Such analyses successfully reveal
genes that are co-regulated, but not their regulatory re-
lations. More advanced approaches rely on mathematical
models of the regulation process. Different models at var-
ious levels of detail have been suggested. These include
boolean (Ideker et al., 2000; Akutsu et al., 1999; Liang et
al., 1998), qualitative (Thieffry and Thomas, 1998), lin-
ear (Dhaeseleer et al., 1999), differential equations (Chen
et al., 1999) and detailed biochemical models (Arkin et
al., 1998).

A key obstacle in the inference of regulation relations is
the large number of possible solutions, and consequently
the unrealistically large amount of data needed to identify
the right one. This inherent complexity of genetic network
inference (Akutsu et al., 1998, 1999) led researchers
to seek ways around this problem. Ideker et al. (2000)
studied how to dynamically design experiments so as to
maximize the amount of information extracted. Friedman
et al. (2000) used Bayesian networks to reveal only parts
of the genetic network which are strongly supported by the
data. Hanisch et al. (2002) and Ideker et al. (2002) used
prior knowledge about the metabolic network structure in
order to identify relevant processes in GE data. Another
approach to tackle the complexity issue is to reduce the
set of allowed network models. Tanay and Shamir (2001)
suggested a method of ‘network expansion’, in which one
starts from a partially known network and augments it
according to the GE data. Pe’er ef al. (2002) make certain
biologically-motivated assumptions on the local topology
of the network, which reduce the space of possible global
networks. Several other works used restrictive models
of regulation relations (e.g. decision trees (Segal et al.,
2001)).

In this paper, we study two nuclear problems in regula-
tion relation inference, which are at the heart of inferring
transcription networks: (1) determining the set of regula-
tors of a gene (the gene is called regulatee and the set
is called its regulators set), and (2) deducing the precise
mathematical function by which the regulators set deter-
mines the gene’s transcription (the regulation function).
We assume throughout a boolean model, i.e. each of the
candidate regulators and regulatees can be in one of two
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states: expressed (present) or non-expressed (absent). The
inference of regulatory relation of a single gene is a fun-
damental step in the long-term effort to infer regulation
networks.

To study these problems we design two new methods
which evaluate how well a candidate regulatory relation
of a particular regulatee fits experimental data. Such
fitness scores are essential in order to pick the right
relation among many candidates. Our first score evaluates
the specificity of the regulators set. The second score
evaluates how well a particular regulation function (for a
given regulators set) fits the data. Both scoring functions
utilize established statistical methods, and are expressed
as p-values, and thus are not very sensitive to over-
fitting. Moreover, due to the Gaussian shape of these
scoring functions, they always score only a few solutions
at the high end. The two scores are affected differently
by different problem parameters, so using both scores in
combination gives an added advantage.

The second component of this work is the introduction
and study of a novel family of regulation functions called
chain functions. In a chain function, the state of the
regulatee depends on the influence of its direct regulator,
whose activity may in turn depend on the influence of
another regulator, and so on in a chain of dependencies
(we will provide formal definitions later). The class of
chain functions has several important advantages: First, as
we shall argue, these functions reflect common biological
regulation behavior, and often occur in networks, so many
real biological regulatory relations can be elucidated using
them. Second, as we shall show, the number of chain
functions with n control variables is ®(n! - (log, e)"th.
This number is exponentially smaller than the total
number of boolean functions. Hence, by limiting inference
to chain functions, we reduce exponentially the size of the
candidate solution search space.

We apply our approach to transcription profiles of the
yeast galactose pathway (Ideker et al., 2001). First, we
demonstrate the advantages of using chain functions in-
stead of searching through all boolean functions. Second,
we use the yeast galactose pathway of Ideker ez al. (2001)
to compare our scores to several other fitness scores which
were previously proposed for network inference, and show
that on these data, our score outperforms them. Third, we
show that by using in combination our two scores for reg-
ulator set and regulation function, we can obtain very high
ranking of the correct solution.

The paper is organized as follows. We start by providing
a formal framework for the model. We then define the
chain functions, motivate them biologically and present
their analysis. Next, the fitness scores are presented and
analyzed. Finally, results on real transcription profiles are
reported.

THE NETWORK MODEL

In this section we describe the formal model for our
analysis and tools. The formalism follows Tanay and
Shamir (2001) and Liang et al. (1998).

The set of all variables is denoted by U. These may
include genes, mRNAs, proteins and ligands such as
disaccharides and amino acids. The set of states that each
variable in U may attain is denoted by V. A candidate
regulation function for a variable g which is regulated by
n variables R, € U, has the form f8 : V" — V. In
other words, the state of g is a function of the states of
the variables in R,. We use the term regulatee for the
regulated variable g, and the term regulator (of g) for
each variable in R,. The regulator set may actually include
biological regulator, co-regulators, co-factors, etc.

The GE data consist of / conditions, £ = {eq, ..., ¢}.
Condition j is defined by a vector of levels (typically
expression ratios) for each variable in U, and by a set
of variables that were externally perturbed (knocked-
out or over-expressed) in condition j. These externally
perturbed variables must be indicated, as their levels are
not determined by their regulation functions. We assume
that the data are of steady state, so additional synchrony
assumption is not needed, and the states of the regulators
determine the state of the regulatee in the same condition.
A simple modification of the model applies to time-series
synchronous data, where the state of the regulatee is taken
at one time point later than that of the regulators (cf. Tanay
and Shamir (2001)).

We will narrow the range of network models by adding
constraints as follows: We assume that the states are
discrete, and that the functional relations are deterministic.
Each variable can have only two levels: either on (1) or off
(0), i.e. V := {0, 1}. This can be achieved, for example,
by setting a threshold on the input data values. We shall
use state(x, j) to denote the binary value of variable
x in condition j, and suppress j whenever possible
for readability. Each regulatee is regulated through a
boolean function of at most n arguments. The boolean
model is a drastic simplification of real biology, yet it
captures important features of biological systems. Similar
simplifying choices are frequently made in order to reduce
the number of degrees of freedom, and to avoid over-fitting
(cf. Akutsu et al. (1999) and Kauffman (1974)).

CHAIN FUNCTIONS

We now propose a class of regulation functions, called
chain functions. We argue that this class covers many
common regulation scenarios in biology. We analyze the
chain functions and show that the set of chain functions is
exponentially smaller than the set of all boolean regulation
functions.
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Definitions. We first define some related terms. Recall
that the state of variable in a condition is 1 if that variable
is present and O if it is absent. The chain function f8°
on the variables g,, ..., g will determine the value of
the regulatee go. The order of the variables is important,
as it reflects the order of influence among them, as will
be explained below. For that reason, we shall sometimes
refer to R, as the ordered set g,,...,g1. We call g;
the predecessor of g;_1 and the successor of gj;1. f8°
depends on n auxiliary control bits cp, ..., c] that attain
values A or R. The semantic is that ¢; = A (R)
if g; activates (represses) g;—i. These two options are
exhaustive. Note that the activation or repression by g; is
of g;_1 and not of the regulatee go. We also call ¢; = A
and ¢; = R positive and negative control, respectively.

The control bit ¢; defines whether a regulator g; is a
repressor or an activator of its successor g;—. However,
this effect takes place only if the regulator g; is currently
active. Consider, for example, a regulator g with control
bit A. g will activate g1, but only if g; is actually active.
Inactivity may be due to its absence, or g, might be present
and inactive, if it is repressed by its predecessor g3. To
define this situation, we use two concepts: the activity
of a variable a(g;) and its influence on its successor
infl(g;). Activity can be either O or 1; influence can
be either positive (P) or negative (N). Their definitions
are recursive. The influence on g, is always positive.
Formally, infl(g,+1) = P. The activity of g; is 1 iff the
influence on it is positive and its state is 1:

a(gi) = Liff (infl(gi+1) = P and state(g;) = 1)

ey
The influence of g; on g;_; is defined by:
. N ci=A and a(g;) =1, or
infl(g:) = P iff {Ci “Rand alh—0 @

Equivalently, infl(g;) = N iff [c; = A XOR a(g;) = 1].
Finally, the state of the regulatee g is simply the influence
of g1: f8(gn, ..., g1) = 1liffinfl(g1) = P.

Even if go is regulated by the function f8°, usually,
due to experimental noise, not all conditions will manifest
f8. We say that condition j is consistent with f80
if state(go, j) = f%°(gu,...,&1), where the states of
&n, - .., g1 are taken in condition j.

The control pattern of f80 is the binary vector
Cn,...,c1. For example, RAARR is the control pat-
tern for a function with ¢s = ¢ = ¢; = R and
¢4y = c3 = A. The state pattern of the variables of
f80 is state(gy,), ..., state(gy). For example, 10100
corresponds to state(gs) = 1, state(gs) = 0O etc.

Biological motivation. We present below several biological
examples that explain the motivation for defining chain
functions. The Trp operon of E. Coli is a classic example

(Neidhardt, 1996). If the promoter of the 7rp operon
is bound by a repressor (TrpR), the expression of the
tryptophan-producing enzymes is prevented. The blocking
of expression is regulated in the following way: to bind
to its promoter DNA, TrpR must have two tryptophan
molecules (L-Trp) bound to it. This is an example of
negative control, where removal of the ligand switches
the Trp operon on. This example corresponds to a chain
function with n = 2 (see Figure 1A), where gg, the
regulatee, is the Trp operon, g1 is TrpR, and g» is L-Trp.
c2, the control bit of the L-Trp, is A, since L-Trp activates
TrpR. ¢; = R, since TrpR represses the transcription of
the regulatee. The activity of L-Trp (g2) depends only on
its presence. Thus, if L-Trp and TrpR are present (the state
pattern is 11), then a(gy) = 1 and thus infl(g2) = P,
which implies that a(g;) = 1, and so infl(g;) = N, so
we expect no expression of gg. One can compute similarly
the expression level for any other state pattern.

Another well known example of a generic regulation
switch is galactose utilization in the yeast S. cerevisiae
(Jones et al., 1992). This process occurs in a biochemical
pathway that converts galactose into glucose-6-phosphate.
The transporter gene gal2 encodes a permease that trans-
ports galactose into the cell. A group of enzymatic genes,
gall, gal7, gall0, gal5 and gal6, encode the proteins re-
sponsible for galactose conversion. The regulators gal4p,
gal3p and gal80p control the transporter, the enzymes,
and to some extent each other (Xp denotes the protein
product of gene X). In the following, we describe the
regulatory mechanism, assuming that glucose is absent in
the medium. galdp is a DNA binding factor that activates
transcription. In the absence of galactose, gal80p binds
gal4p and inhibits its activity. In the presence of galactose
in the cell, gal80p binds gal3p. This association releases
galdp, so that galdp actually activates transcription. This
mechanism can be viewed as a chain function, where
(g4, 83,82, 81) = (galactose, gal3, gal80, gal4), and
the corresponding control pattern is ARRA. The known
regulatees are gall, gal7,gall0, gal5, gal6 and gal2 (see
Fig. 1B).

In general, two fundamental mechanisms by which gene
regulatory proteins control gene transcription are negative
regulation via transcriptional repressors, and positive reg-
ulation via transcriptional activators. Inducing ligands can
turn a gene ‘on’ by either activating transcriptional acti-
vator or repressing transcriptional repressor. Likewise, in-
hibitory ligands can turn ‘off” a gene either by inactivat-
ing an activator or activating a repressor. These mecha-
nisms are simple cases of chain functions. Examples in
Escherichia coli include the lac operon repression by the A
repressor and lactose, araBAD operon activation by araC
and arabinose, and the CAP activator in the presence of
cAMP (Neidhardt, 1996). More complex regulation func-
tions, such as the signal transduction controlling the SOS
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state (go) stateln, ) stateln,) state(gs) state (1) stateldq)
. . Trp f . . .
inflg - inflicy ) infligsg) infles) inficto) infl{gq)
gp=L-Trp oy =TrpR Hq=0al ge=gal3p Go=galsip oy =galdp

Fig. 1. Chain functions. (A) Trp operon regulation. (B) galactose pathway regulation.

response in E.coli (Neidhardt, 1996), and genes expres-
sion during the development of the drosophila’s embryo
(Mannervik et al., 1999), might be also viewed as chain
functions.

In more complex situations, one simple chain function
may not be enough. Some systems should be modeled
by several chains combined by boolean operators. (e.g.
the general amino acids control chain, which operates
in conjugation with the arginine specific regulatory
chain (Jones et al., 1992)). Several regulators which have
the same functionality may be modeled as alternative
regulators in a single node along the chain. (e.g. Fus3
and Kssl in the S. cerevisiae pheromone response). In
addition, we might need more levels of discretization.
The key concept in chain functions is that activity level
of a regulatee is determined by a chain of influences.
This concept is not limited to a boolean model (see also
concluding remarks). The chain functions as defined here
can be used as basic building blocks for modeling more
sophisticated regulation systems.

Direct effectors. Genetic networks are frequently repre-
sented as wiring diagrams, which show ‘who regulates
whom but not how’. The direct effectors of gg are defined
as the minimal set of variables with the property that given
any combination of their states, the state of gg is indepen-
dent of any other variable. A wiring diagram is a directed
graph in which the parents of a regulatee are its direct ef-
fectors. It is easy to see that every regulator in a chain
function is a direct effector of the regulatee (a proof ap-
pears in Appendix A), and no variable outside g, ..., g1
is a direct effector. An arrow in a chain function diagram
reflects influence between regulators which are both direct
effectors of gg, and should not be confused with arcs in the
wiring diagram, which represent direct transcription effect
of the parent on the child.

Note that direct effectors are not necessarily limited
to cis-regulatory elements (e.g. transcription factors and
ligands) acting directly on the promoter of the regulatee.
In fact, additional molecules with no direct connection or
physical proximity to the promoter may be direct effectors,
as demonstrated in the galactose example. Chain functions
exemplify that very remote effectors can sometimes be
included in the (so called) direct effectors set.

Chain layers. Any control pattern may be separated into
layers, by truncating the control pattern after each R.
For example, the pattern ARRARAAAA has four layers:
ls, = AR, I3 = R,lp = AR and{ = AAAA. The first
layer has two possible layer types A...A or A... AR,
and all other layers must have the type A...AR. For
brevity, the former will be called frype A and the latter
type R. Note that the number of As in a type R layer may
be zero. Define a permutation on a chain function as a
reordering of the regulators without changing the control
pattern. For example, there are two different permutations
for the chain function f with R, = {x, y} and control
pattern RR: (x, y) and (y, x). These two permutations
yield different functions: If the states of x and y are 0 and 1
respectively, then f(x, y) = 0and f(y,x) = 1. Similarly,
if the control pattern is RA, the two permutations yield
different functions. However, it is easy to verify that if the
control pattern of f is AA or AR, the two permutations
yield the same function. Thus, if x and y belong to the
same layer, they can be permuted without changing the
function, and otherwise their permutation yield different
functions. This can be generalized as follows: Given
a chain function f%9(g,,..., g1), define a class as a
consecutive group of regulators out of g, ...g; that can
be arbitrarily permuted while keeping the control pattern,
without changing the function. We can show that the layers
partition the regulators into a minimal number of classes
(see Appendix A). This implies that the order of regulators
inside layers is insignificant. Hence, we may focus on the
interaction between layers. The incoming influence from
the previous layer, and the states of regulators inside the
layer, (in fact, the conjunction of their states), determine
the outgoing influence of a layer on the next one.

Layers can be interpreted biologically as follows: In
case the influence on the downstream elements depends
on the cooperation of several factors, this part in the
ordered chain constitutes a layer. Prominent examples are
transcription factor complexes (e.g. Jones et al. (1992))
and the signal activation cascades (e.g. the MAPK cascade
in yeast (Roberts et al., 2000)). As another example, many
arginine biosynthetic genes are regulated by arginine
specific repression of arg80, arg81 and arg82, which
constitute a type R layer (Jones et al., 1992).
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The number of chain functions. A trivial upper bound on
the number of chain functions of n variables is O (2" - n!).
This follows since each control bit can be A or R, and
there are n! possible permutations of the variables. This
bound is exponentially smaller than the total number of n-
variable boolean functions, which is ® (22n), but it ignores
the equivalence classes formed by the layers. In Appendix
A, we study the problem of counting the exact number of
chain functions of n variables, and provide the following
tight asymptotic bound:

THEOREM 1. The number of chain functions with n
control variables is © (n! - (log, e)"th.

For example, the total number of boolean functions is 256,
16500, 4.29 - 10° and 1.84 - 10" for n = 3,4,5 and
6, respectively. In contrast, the corresponding numbers of
chain functions are 26, 150, 1082 and 9366. Thus, the
set of chain functions is dramatically smaller than the
set of all possible regulation functions. This allows more
accurate inference of a function from expression data, if it
is assumed to be a chain function.

SCORING FUNCTIONS

Assume the regulatee go is fixed. Our goal is to find
the best explanation for the regulation of go, given the
expression data. This requires a score, or a scoring
Jfunction, which evaluates how well a regulation function
fits the data. Several scores, including mutual information,
rSpec and BDE (see Results for more details) were
suggested in previous studies. Here we propose and
analyze two new scores: One evaluates a particular set
of regulators of go, without attempting to determine the
regulation function itself. The other evaluates a particular
function for a given set of regulators. The scores are
designed to test any regulators set or any candidate
regulation function. In particular, the development and use
of the scores are completely independent from our study
of chain functions.

Regulators specificity. We first wish to evaluate the speci-
ficity of a set of regulators R, to a certain regulatee go. We
present here a hypothesis-testing approach to this ques-
tion.

Let M be a matrix summarizing the expression data,
where rows correspond to the r = |V| states of gp, and
columns corresponds to the ¢ < r” state patterns of
Ry, which appear in the data. m;; is the number of co-
occurrences of the ith state of gy with the jth state pattern
of R, in the same condition.

Consider the null hypothesis Hy that the state of gg and
the regulators’ state pattern are independent. Rejection of
Hy indicates that the state of gg depends on the regulators’
state pattern, so there is high correlation of the regulators
and the regulatee. To test the hypothesis, we use the G-test

of independence (Sokal and Rohlf, 1995). The logarithm
of the generalized likelihood ratio statistic A(M) of the
above hypothesis is InA(M) = =), ijl mjj -

l()g % + Zj’:l mj - lOg % + Zle ‘mi. : log %$
where m; = Zle mij, mj = Zt,'zl mij and
m = Zle Z;:l m;j. A fundamental property of

likelihood ratio tests in general is that the asymptotic null
distribution of —21In X is x t2_ /> Where the parameter space
of Hy U Hj is t-dimensional and the parameter space of
Hy is t’-dimensional. This property is known as the Wilks
phenomenon (Wilks, 1938). Accordingly, in our case the
asymptotic null distribution of —2InA(M) is a nearly
x(zc_l). ( r_l)-distribution. Therefore, we define regSpec,
the specificity of the set of regulators R, for go, as the
p-value that corresponds to the test statistic —2In A(M),
and evaluate it using X(2c71)~(r71)‘

InA(M) is proportional to the mutual information
between the regulators’ state pattern and the regulatee:
=2 s precisely 1 (x : y) = H(x, y) — H(x) — H(y)
(cf. Cover and Thomas (1991)). Mutual information has
been used in several studies of genetic networks (e.g.
Liang et al. (1998), Pe’er et al. (2002) and Friedman et
al. (2000)). regSpec has the advantage of assigning a
probability to the mutual information expression.

regSpec measures the unevenness of the frequencies
m;; for each i. For a fixed number k of conditions,
regSpec evaluates the way k is distributed among the
¢ x r cells in M. When c is large, most cells will contain
low frequencies and the unevenness will be low. Hence,
regSpec has a bias towards small ¢ values.

The size of matrix M defined above is bounded by 2"+!
for r = 2, so by a naive implementation of regSpec, the
total cost of the computation for a given set of n regulators
and the regulatee is O (I-n+2"*1). The first part is the cost
of building M and the second, of computing In A(M) and
the x? approximation. Since typically n < 20, this time is
moderate in practice.

The fitness of a regulation function. We now wish to
evaluate how well a particular regulation function fits
the experimental data. Let S be a state pattern of the
regulators R, and let 8 be any regulation function. f80
determines the expected state of g¢ for the state pattern S.
Given a set of conditions E = {ey, ...¢;}, the difference
vector A of a particular combination gg, 89, E, R, is:
A(S) = {ejlstate(Ry) = S, f80(S) = state(go, )} —
Hejlstate(R,) = S, f8°(S) # state(go, j)}|. Hence, A
counts the number of agreements (consistent cases) minus
the number of disagreements in the data with f80 for the
pattern S. We shall refer to A of a particular combination
8o, 89, E, R, without explicitly specifying it. The size of
the A vector is ¢, the number of different state patterns S.

Denote by dp the number of patterns S in the data with
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A(S) = 0. If e other A(S) values appear, let dy, ...d,
be the number of times each of them appear. Now, rank
the absolute values of the difference vector and to the rank
of each absolute value attach the sign of the difference in
A. In case of a tie, rank by midranks, i.e., tied values are
ranked by their mean rank. Let us denote the ranks whose
signs are negative by R < --- < R, and those with
positive signs by S; < --- < S so that ¢ = a + k + dj.
Consider now testing the hypothesis Hy of no difference
between the agreement and disagreement frequencies,
against the alternative that there are more agreements
then disagreements. Thus, rejection of Hy is more likely
if k is large and if the positive signed ranks tend to
be larger than the negative signed ranks. The Wilcoxon
signed rank test (Lehmann and D’abrera, 1975) offers a
simple statistic that combines these criteria in the sum
of the positive signed ranks Vy = S1 + -+ + Sk. Hp is
rejected where Vj is sufficiently large. We define funcFit
as the p-value that corresponds to the test statistic
Vs. The p-value for V; is available in the Wilcoxon
standard signed rank table for the null distribution of V.
Beyond the range of the table, one can use the normal
approximation, where the expectation and the variance
of Vy are Ep(Vy) = SHU=0ED ang vary, (V) =
c(c—H)(2c+1)—2d£(d0+1)(2d0+1) i didi+(di—1) Note that

funcFit uses the ranking of the differences only, and
not their actual values. This makes it less sensitive to
inconsistencies or noise.

For a given set of regulators, all possible regulation
functions have the same absolute difference vector. Thus,
for each set of regulators, we may compute once the
absolute differences vector in O (I - |U|) and the midranks,
expectation and variance in O (clogc) (¢ < min(2",1)).

When searching the maximum V; over all boolean
functions, a single computation summing over all ranks
of the non-zeros differences gives the answer in O(c).
However, when the set of functions is restricted, (e.g.
when only chain functions are considered), Vi should be
computed for each regulation function separately, since
each regulation function characterizes a distinct sequence
of ranks (S, ..., Sk). There are ® (2-n!-(log, )" 1) chain
functions, and we need O(c) work in order to sum over
(S1, ..., S¢) for each one, so the total cost for computing
funcFit for chain functions is O(c - n! - (log, e)"th.

The scoring scheme. When we wish to find the best
regulatory relation, we can, in principle, find the best
regulation set using regSpec, and then use funcFit to find
the best function for that set. However, as discussed above,
the two scores have different biases to errors, the amount
of unevenness in each column of M, and ¢ value. Hence,
using the two scores together and seeking regulatory
relations that score high in both is advisable.

RESULTS

To test our methods, we applied them to the yeast
galactose pathway dataset of Ideker et al. (2001). Since
high throughput data of protein levels are currently
unavailable, we use the mRNA expression levels to
model both transcription levels and the abundance of the
proteins, assuming that the amount of mRNA presented
in the cell is indicative of its protein levels. The dataset
contains 23 expression profiles, each corresponding to
some perturbation in the galactose pathway. Guided by
the current galactose system model, wild-type and nine
genetically altered yeast strains were examined, each with
a complete deletion of one of the nine galactose pathway
genes: gal2A, gallA, galSA, gal7A, gallOA, gal3A,
gal4A, gal6A and gal80A. Each of the nine strains was
also perturbed environmentally by growth in the presence
of galactose (+gal), and in the absence of galactose (-gal).
Additionally, three double perturbations were performed:
gal80Agal2A -gal, gal80Agal4A -gal and gall0OAgall A
+gal. The reference to all these conditions is the wild-
type, grown in +gal media. Ideker et al. computed for each
gene and condition the mRNA expression ratio relative
to the reference, and assigned to it a confidence value.
We transformed the data into binary states as follows: For
each gene and condition, if the confidence value was high
(above 45 (Ideker et al., 2001)), and the ratio was above
1 (below —1), we set the state value to 1(0). For low
confidence values, we assumed the expression level was
identical to the wild-type expression, and set the state to 1,
since in the reference condition all the galactose system
genes are expected to be expressed (in the presence of
galactose and absence of glucose (Jones et al., 1992)).

We used as the set of potential regulators gal4, gal3,
gal80, gall, gal2, gal5, gal6, gal7, gallO, genl and
galactose. As regulatees, we checked the genes gall, gal7,
gall0, gal2, gal5 and gal6, since their regulation has
been well characterized previously (see Figure 1B). For
analyzing a regulatee, we do not use data from strains with
its complete deletion. We used n = 4 throughout.

We compared the performance of funcFit to the fol-
lowing alternative scores: (a) rSpec (Tanay and Shamir,
2001), which is essentially minus the logarithm of the
p-value of the number of conditions for which the regu-
lation function is consistent with the observed expression
of the regulatee. (b) Mutual information (Cover and
Thomas, 1991) between the observed expression level of
the regulatee and the expected expression level generated
by applying the regulation function on R,. (Note that
it scores a particular regulation function, unlike the
mutual information mentioned in the Scoring Functions
Section). (c) BDE with the following informative priors:
Ni,jk = N2',9'9 for consistencies and N, = 2’,(,)'1 for in-
consistencies, where N f = 10, and with non-informative

ijk —
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Fig. 2. Comparison of scoring methods. x-axis: The scores of funcFit (A), rSpec (B), BDE (C) and mutual information (D). y-axis: The
number of regulators subsets R4 whose best scored chain function attained that score. The regulatees are: gal7 (gray), gal10 (black) and gall
(dark gray). The arrows mark the true regulation function solution for each regulatee, according to its color. The number above each arrow is
the number of regulator sets whose scores are at least as high as the score of the real regulation function.

priors where N " = 1. See (Heckerman et al., 1995) for
definitions and a description of BDE.

Our test was as follows: For each regulatee, we checked
each possible subset of n = 4 regulators, and for each such
subset, we checked every possible regulation function, and
found the best scoring one. We performed this test twice,
once using all boolean functions, and once using only
chain functions. We repeated this test with the scoring
functions BDE, mutual information, rSpec and funcFit.
In all tests, we did not allow auto-regulation, and each
regulator was allowed to appear only once along the
chain function. Testing was done using a C++ software
implementation written in-house. It can analyze all chain
(boolean) functions with [U| = 11 and n = 4, for a single
regulatee, in 30(15) seconds on a standard 800MHz PC.

In Figure 2, we present the performance of the different
scoring methods. For each candidate regulation set, all
chain functions are scored and the best score is presented.
As can be seen in the figure, mutual information and rSpec
tend to score high a large portion of the regulator sets.
Thus, occasionally they may infer a lot of false positive
regulation functions. Moreover, a small difference in the
consistency level can cause a regulation function to be
ranked very high or very low. In mutual information,
there are 1, 1 and 69 regulator sets whose best chain
functions are in the highest score category, for gall, gal7
and gall0 respectively. In rSpec, there are 1, 1 and 44
chain functions in the highest scores category, for the
same regulatees. The main reason for this instability is
that both scores take into consideration only the total
number of consistent conditions, without considering their
state patterns at all. Unlike these scores, BDE and funcFit
consider the distribution of inconsistency among the state
patterns. Moreover, funcFit and BDE have a Gaussian-like
distribution of scores, which is preferable, since we always
get only a few top scoring candidates. Nevertheless, BDE

does not always rank the real chain function high: In
BDE, there are 26, 76 and 7 chain functions above
the real solution, for the three regulatees. Since BDE
penalizes state patterns with noise, but does not penalize
for missing state patterns, it has a bias to small ¢ values.
This may explain its poorer performance in comparison
with funcFit. funcFit is the only score which consistently
ranks the real solution high: there are only 7, 8 and 7
chain functions equal to or above the real solution, for
the same three regulatees. Qualitatively similar results
were obtained when repeating the same analysis with all
boolean functions, and with the BDE score using different
N’ values as well as non-informative priors.

Our next test aimed to see the effect of restricting
inference to chain functions only. In Figure 3 we present
the maximum funcFit scores distribution for the chain
functions set and for all boolean functions. As expected,
when using all boolean functions, the distribution tends
to spread to higher values. Moreover, by using chain
functions only, the real solution is ranked higher: In gall0,
there are 16 boolean functions and only 8 chain functions
with scores equal to or above the real one. In gall and gal7,
the corresponding numbers are 16 and 7. Qualitatively
similar results were obtained using the other scoring
methods. In principle, when using all boolean functions,
the distribution may tend to spread much more drastically
to high values. However, the specific dataset that we
analyzed was not large enough to manifest this difference:
Although there are theoretically 65,536 boolean functions
and 150 chain functions, actually only 200 boolean
functions and 40 chain functions are effectively different
(on average), because on average only 7.5 different state
patterns appear in the data (out of 16 possible ones) for
each group of regulators. In larger datasets with more state
patterns, the advantage of the chain functions should be
more pronounced.
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Fig. 3. Comparison of funcFit distribution for all functions and for chain functions only. x-axis: The funcFit score. y-axis: The number of
regulators subsets with n = 4 that attained that maximum funcFit value. Maximum was computed and plotted among all boolean functions
(black) and among chain functions only (gray). Results are reported for the regulatees gall0, gal7 and gall (from left to right). Arrows and

numbers are as in Figure 1.
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Fig. 4. A scatter plot of regSpec (y-axis) vs. funcFit (x-axis) scores, for each subset of regulators R4. Relevant subsets of regulators
(regSpec > 2) are in darker shade. The true solution is circled. The regulatees are (from left to right) gall0, gal7 and gall. The broken
lines indicate the quadrant above regSpec = 2 and funcFit equal to the true value.

Our next goal was to examine the advantage of using
regSpec and funcFit together. The test used the same
setup described above. Figure 4 is a scatter plot of
the highest funcFit score (for chain functions) versus
the corresponding regSpec score, for each subset of
regulators. As expected, some subsets get a very high
regSpec score and a low funcFit score, or vice versa. Also,
there is some tradeoff between high specificity and high
funcFit, probably due to their opposite preferences (see
the Scoring Functions Section). Many of the candidate
regulator subsets have a very low regSpec score, and
thus we can reduce significantly the computing time
by foregoing their funcFit computations altogether. By
searching only above regSpec 2, the true chain
functions are ranked very high in funcFit. For regulatees
gall0, gal7 and gall, there are only 4, O and 1 alternative
chain functions whose funcFit scores are the same or
higher. In tests on the regulatees gal5, gal6 and gal2,
all possible subsets of regulators have regSpec < 2,
and thus we could not analyze their regulation functions.
We suspect that these low regSpec values are due to the
stringent discretization thresholds that we used.

CONCLUDING REMARKS

In this paper, we propose a biologically relevant class of
regulation functions. We also suggest two scoring methods
by which one can evaluate candidate regulatory relations,
and demonstrate their advantage over extant scores. We
tested our method on experimental gene expression data,
in trying to infer gene regulation relations. We showed the
utility of using chain functions, and the advantage of our
scores over several extant methods.

Clearly, more extensive testing of our methods on
additional datasets and pathways is needed. By tests
on large datasets we expect to demonstrate the fuller
advantage of using a restricted set of relevant regulation
functions. We expect to identify more regulation functions
and refine our results by allowing more than two levels
of discretization and assigning a probability distribution
over those levels. In addition, we expect that the special
structure of chain functions can be exploited in the design
of follow-up experiments.

The ability to score and restrict regulatory relations
are fundamental components in the grand challenge of
reconstructing regulatory networks. In order to extend this
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work towards global network reconstruction, the chain
function model should be extended. It should allow several
chain functions combined by a boolean operator. Handling
functions with unknown number of regulators should be
addressed. Cases where there are several regulatees whose
regulation chains have common parts, should also be
considered.
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APPENDIX A: PROPERTIES OF CHAIN
FUNCTIONS

In this section, we prove some properties of chain
functions. We study the problem of counting the exact
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number of chain functions with n variables, and provide
a tight asymptotic bound. We use the same terminology as
in the Chain Functions Section.

LEMMA 1. Every regulator in a chain function is a
direct effector of the regulatee.

PROOF. To show that g; is a direct effector of g,
consider a combination of states for g, ...g;+1 which
creates a positive influence on g; (for example, all the
variables with A(R) control bit have the state 1(0)). If the
states of g;_1, ..., g1 are all 1s, then the state of gg is
dependent on the state of g;, and thus g; is a direct effector
of go. ([

LEMMA 2. The layers partition the regulators into a
minimal number of classes.

PROOF. We shall show first that the regulators in a layer
form a class. Then, we shall show that a successive pair
of regulators with the control pattern RA or RR must be
in different classes, and thus we must truncate the classes
after each R.

We start with the first claim. A consecutive pair of reg-
ulators inside a layer always has the pattern AA or AR.
Exchanging the order of the two regulators might influ-
ence the state of go only if the two regulators have dif-
ferent states: in the AA control pattern, the state patterns
10 and 01 both yield negative influence, irrespective of the
previous influences. Likewise, in the AR control pattern,
the state patterns 10 and 01 both yield positive influence.
Thus, any two consecutive regulators inside a layer are ex-
changeable. Therefore, any permutation of regulators in a
layer might be reached by a series of successive pair ex-
changes without changing the function.

Next, we show the second claim. In the RA control
pattern, the state pattern 10 yields negative influence while
the state pattern 01 yields positive influence. Likewise,
in the RR control pattern, the state pattern 10 yields
positive influence while the state pattern 01 yield negative
influence. Thus, such pairs are unexchangeable. O

In the rest of the appendix, we study the problem of
chain functions counting. Define the composition of a
layer as the subset of regulators out of g, ..., g1, which
correspond to the layer.

LEMMA 3. A chain function is uniquely determined by
the sizes, order and composition of its layers, and the type
of pattern in the first layer.

PROOF. To prove the lemma, we show that any change
in the number, order or composition of the layers, or the
type of the first layer, is not function preserving. First,
we prove that different types of the first layers cannot

correspond to the same function: Given the state pattern
000. . .0 for all regulators, if the first layer is of type A, it
has negative influence and the state of the regulatee is 0.
If it is of type R, that state is 1, so the function value is
changed.

Next we prove that any change in the number, order or
composition of layers is not function preserving. Let f'8
and f¢ be two chain functions whose number, order or
composition of layers is different. The layers of f’¢ are
denoted by //, ..., [}, and the layers of f¢ are denoted
by Iy, ..., 11. We denote by [, and I the first (least
indexed) layers whose composition differs, so that the
layers /', ..., 1| are identical to the layers 1, ..
and [, is different from /... Such layers [, and [ exist
by our assumptions. Suppose, w.l.o.g, that [/, contains
a variable v which is not included in /.. Assume that
I, and I, have the same type R (The proof for the
other layer type is similar). Consider the following state
pattern: All variables in layers I, ...[; are in state 1 and
all the rest (including variables that appear in only one
of the functions) are in state 0. Thus, [, is positively
influenced by layer [, and is negatively influencing
its successor. However, using the same state pattern, l)’c
contains the variable v which has state 0. Thus, /. has
positive influence on [/, _,. Since layers /., ... [} have
the same composition as /,_p, ..., [] and the state pattern
in both is all 1-s, the final function value is changed. [

'711’

We now count the total number of chain functions
with n variables. Let S} be the number of partitions of
n variables into exactly k nonempty sets. S; may be

computed recursively by the formula S} = kS’ Ty S,'g:ll,
where S = 1, §5 = O and §§ = O for y > «x.
In each step we add a variable to one of the k existing
sets, or we put the variable in the new set. Thus, the
number of partitions of n variables into any number of
ordered nonempty sets is E(n) = Zzzl k!-S7. l;(n) is
known as an ordered Bell number, which is asymptotically
(1+0(1))- ”7' - (logy )™+ (Wilf, 1994, p. 175-176). For
each partition of the variables, there are two possible types
of first layer. Thus we conclude:

THEOREM 4. The number of chain functions with n
control variables is 2 - b(n).

Hence the number is ® (n! - (log, e)"t1. For example, for
n = 2, there are 2-[;(2) = 6 different functions. Indicating
the chain functions as fe, ., (g2, g1), these are fr r(x, y),
fR,R(y’ )C), fR,A(-x’ )’), fR,A(y’ )C), fA,A(-xa )’) (equiva—
lent to fa_a(y, x), since AA is one layer), and fa g(x,y)
(equivalent to fa r(y, x), since AR is one layer).

i117
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Abstract. The following problems arise in the analysis of biological networks: We have a
boolean function of n variables, each of which has some default value. An experiment fixes the
values of any subset of the variables, the remaining variables assume their default values, and the
function value is the result of the experiment. How many experiments are needed to determine
(reconstruct) the function? How many experiments that involve fixing at most ¢ values are needed?
What are the answers to these questions when an unknown subset of the variables are actually
involved in the function? In the biological context, the variables are genes and the values are gene
expression intensities. An experiment measures the gene levels under conditions that perturb the
values of a subset of the genes. The goal is to reconstruct the particular logic (regulation function)
by which a subset of the genes together regulate one target gene, using few experiments that involve
minor perturbations. We study these questions under the assumption that all functions belong to a
biologically motivated set of so-called chain functions. We give optimal reconstruction schemes for
several scenarios and show their application in reconstructing the regulation of galactose utilization
in yeast.
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1. Introduction. In this paper we study the problem of function reconstruction.
We have a set of N boolean variables. Each variable has a default value, and an
experiment can change (fix to 0 or 1) its value. The order of an experiment is the
number of variables fixed during the experiment. The value of one variable of interest
(the output) is determined by a boolean function of n other variables. The output
of an experiment is the value of the function, where all fixed variables attain their
respective values and the rest attain their default values. The problem of function
reconstruction is to determine this function using a minimum number of experiments
of the smallest possible order.

The motivation to studying the problem arises in molecular biology: The reg-
ulation of biological entities is key to cellular function. The genes are expressed
(transcribed) into mRNAs, which are translated into proteins. The regulatory fac-
tors which control (regulate) gene expression are themselves protein products of other
genes. The result is a complex network of regulatory relations among genes. A ge-
netic network consists of a set of variables that correspond to genes, attaining real
values, called states. The state of a gene indicates the discretized expression level of
the gene. A gene may be regulated by several other genes, implying that its state
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is a function of the states of its regulating genes, or its requlators. An experiment
involves perturbations such as knocking out certain genes (fixing their states to some
low value) or overexpressing them (fixing their states to some high value) and mea-
suring the expression levels of all other genes. The measurement of gene expression
levels is facilitated by high throughput technologies, such as DNA microarrays (e.g.,
[6]). The order of an experiment is the number of genes that are perturbed. In order
to reconstruct the regulatory relations among genes, we need to infer the set of genes
that cooperate in the regulation of a given gene and the particular logical function
by which this regulation is determined. This paper studies the number and order of
experiments that are needed in order to infer the regulatory function that governs a
specific gene.

A key obstacle in the inference of regulation relations is the large number of
possible solutions and, consequently, the unrealistically large amount of data needed
to identify the right one. A common and simple model for genetic networks is the
boolean model, in which the state of a gene is 0 (off) or 1 (on). The boolean assumption
is a drastic simplification of real biology, yet it captures important features of biological
systems and was frequently used in previous studies [16].

There is a large body of previous work on learning boolean functions from a
random sample of their output values (see [3] for a review). Those studies focus
on devising efficient probably approximately correct (PAC) learning algorithms for
subclasses of boolean functions using a polynomial-size sample. Another body of work
is devoted to exact learning of certain classes of boolean functions using a polynomial
number of queries (see, e.g., [4] and references thereof). For the specific problem of
exact boolean function reconstruction in a genetic network, Akutsu et al. [1] have
shown that the number of experiments (or queries) that are needed for reconstructing
a function of NV genes is prohibitive: The lower and upper bounds on the number of
experiments of order N —1 that are needed are Q(2¥ 1) and O(N -2V ~1), respectively.
When the function involves only d regulators, the number of required experiments of
order d is still Q(N?) and O(N??), respectively [1].

The inherent complexity of this problem led researchers to seek ways around
this problem. Ideker, Thorson, and Karp [16] studied how to dynamically design
experiments so as to maximize the amount of information extracted. Friedman et al.
[8] used Bayesian networks to reveal parts of the genetic network that are strongly
supported by the data. Tanay and Shamir [24] suggested a method of expanding
a known network core using expression data. Several studies used prior knowledge
about the network structure, or restrictive models of the structure, in order to identify
relevant processes in gene expression data [12, 15, 23, 22].

Recently, a biologically motivated, boolean model of regulation relations based
on chain functions was suggested in order to cope with the problem of function re-
construction in biological context [9]. In a chain function, the state of the regulated
gene depends on the influence of its direct regulator, whose activity may in turn de-
pend on the influence of another regulator, and so on, in a chain of dependencies (we
defer formal definitions to the next section). The class of chain functions has sev-
eral important advantages [9]: These functions reflect common biological regulation
behavior, so many real biological regulatory relations can be elucidated using them
(examples include the SOS response mechanism in E. coli [21] and galactose utilization
in yeast [18]). Moreover, by restricting consideration to chain functions, the number
of candidate functions drops from double exponential to single exponential only.

In this paper we study several computational problems arising when wishing to
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reconstruct chain functions using a minimum number of experiments of the smallest
possible order. We address both the question of finding the set of regulators of a chain
function, which is typically much smaller than the entire set of genes, and the question
of reconstructing the function given its regulators. We give optimal reconstruction
schemes for several scenarios and show their application on real data. Our analysis
focuses on the theoretical complexity of reconstructing regulation relations (number
and order of experiments), assuming that experiments provide accurate results and
that the target function can be studied in isolation from the rest of the genetic network.

The paper is organized as follows: Section 2 contains basic definitions related
to chain functions. In section 3 we give worst-case and average-case analyses of the
number of experiments needed in order to reconstruct a chain function. Both low-
order and high-order experimental settings are considered. In section 4 we study the
reconstruction of composite regulation functions that combine several chains. Finally,
in section 5 we describe a biological application of our analysis to reconstruct the
regulation mechanism of galactose utilization in yeast.

2. Chain functions. Chain functions were introduced by Gat-Viks and Shamir
[9]. In the following we define these functions and describe their main properties.
Our presentation differs from the original one to allow succinct description of the
reconstruction schemes in later sections.

Variables, regulators and states. Let U denote the set of all variables in a
network, where |U| = N 4 1. These variables correspond to genes; mRNAs, proteins,
or metabolites. Each variable may attain one of two states: 1 or 0. The state of
gene g, denoted by state(g), indicates the discretized expression level of the gene. A
variable normally attains its wild-type state, but perturbations such as gene knockouts
may change its state. We say that a variable g9 € U is regulated by a set S =
{91,--. .90} C U if state(go) = f9 (state(gn),. .. ,state(g1)) and S is a minimal set
with that property. In that case we say that S is the regulator set of gy, and g is
called the regulatee. Associated with each regulator g; is a binary constant y; which
dictates the control property of g;. If y; = 0 then g; is an activator; otherwise g; is a
repressor. This is an intrinsic property of the regulator and is not subject to change.
The control pattern of f9 is the binary vector (yn,...,y1)-

Given a certain order gy,..., g1 of the regulators, we call g; a predecessor of g;
for ¢ > j and a successor of gy for ¢ < k. We also say that g; is to the left of g; and
to the right of g,. Each regulator transmits a signal to its immediate successor, and
this chain of events enables a signal to propagate from g, to gog in a manner defined
by a chain function (see Figure 1, top part).

Chain function definition. The chain function model assumes that the func-
tional relations are deterministic. The chain function f9 on the regulators gy, ..., g1
determines the state of the regulatee gg.

The function f9 can be defined using two n-long boolean vectors attributing
activity and influence to each g;. Let a(g;) denote the activity of g;, and let in fi(g;)
denote the influence signal from g; to g;_1. The definitions of activity and influence
on the other regulators are recursive: The influence on g, is always 1. g; is active
(a(g;) = 1) iff it exists (state(g;) = 1) and it receives a positive influence from its
predecessor (infl(g;+1) = 1). The influence infl(g;) transmitted from g; to g;—1 is a
xor (@) of a(g;) and y;: infl(g;) is 1 if g; is an activator and is itself activated or if
gi is a repressor and is not activated (so that it fails to repress g;—1). Formally,
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State(g,) State(g,) State(g,) State(g,)
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Fi1c. 1. The chain function model. Top: A chain function model. Bottom: An illustration of
a chain function with five regulators. g1,g2,ga are repressors, and g3, gs are activators. The state
of all requlators is 1. Influences are indicated on the horizontal arrows. Regulator types and blocks
are indicated below.

(1) a(gi) = infl(giv1) N state(g;),

(2) infl(gi) = vi®algi)

Finally, the state of the regulatee gq is simply the influence of g;. We define the output
of f9 to be state(go).

A chain function is uniquely determined by its set of regulators, their order, and
the control pattern. For example, if gg is regulated by (gs, g2, g1) via a chain function
with control pattern 010, then f(1,1,1) =0 and f(0,1,1) = 1.

3. Reconstruction of chain functions. In this section we study the question
of uniquely determining the chain function which operates on a known regulatee, using
a minimum number of experiments. We assume throughout that all variable states
in wild type are known. We further assume that all regulator states in wild type are
1, except possibly g,. The latter assumption is motivated by the observation that in
many biological examples, all regulators are expressed in wild type, and the state of
the regulatee is determined by the presence or absence of a metabolite g,,. (Examples
include the Trp, lac, and araBAD operons in E. coli [21], the regulation of galactose
utilization [18] in yeast, and human MAPK cascades [17]).

An ezxperiment is defined by a set of variables that are externally perturbed
(knocked-out or overexpressed). The states of the perturbed variables are thus fixed,
and the states of all nonperturbed regulators are assumed to remain at the wild-type
values. The state of the regulatee is determined by the chain function. The order of
an experiment is the number of externally perturbed variables in it.

Our reconstruction algorithms are based on performing various experiments and
observing their effect on the state of the regulatee. The algorithms implicitly assume
that the regulation function is indeed a chain function and do not explicitly test this
property.

We now devise a simple set of equations that characterize the output of a chain
function as a function of the control pattern and the states of the regulators, both
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in the wild-type state and in states produced by perturbing some regulators. These
equations are the foundation of all the subsequent reconstruction schemes:

PROPOSITION 1. Let f be a chain function on gn,...,g1. If state(g;) = 1 for
1 < < n, then state(go) = state(gn) ® (®T_1y:). For any other state vector, if the
least index of a state-0 requlator is j < n, then f9°(gn,...,g1) = @§:1y¢~

Proof. By definition, a(g,) = state(g,). For i < n, state(g;) = 1 implies that
a(g;) = a(gi+1) ® yi+1. It follows by induction that state(go) = state(g,) ® (DI, y;).
Similarly, if state(g;) = 0 and state(g;) = 1 for all i < j, it follows by induction that
fgo(gna"'agl) :@‘2721:%/ 0

Under the above assumptions on regulator states, a chain function can be viewed
as a series of inversion and identity gates, whose input is the state of g,,. Each identity
gate corresponds to an activator, whose output is equal to its input. Each inversion
gate corresponds to a repressor, whose output is opposite to its input. The output of
the last gate in the chain is the state of the regulatee.

3.1. Types and blocks. A perturbation is an experiment that changes the state
of a variable to the opposite of its state in wild type. By our assumption on the
regulator states in wild type (all regulator states in wild type are 1, except possibly
gn), the perturbation of a regulator in {gn_1,...,91} is a knockout. For S C U,
an S-perturbation is an experiment in which the states of all the variables in S are
perturbed.

Let w be state(gy) in wild type. Let @ be the opposite state. For the recon-
struction, we first classify the variables in U into two types: W and W (see Figure 1,
bottom part). A variable is in W (W) if its perturbation produces output w (w).
Typically, the majority of the genes have type W, since in particular all the genes
that are not part of the chain function are such. By Proposition 1 we have g, € W,
and g,,_1 € W iff state(g,) @y, = 0. We call a gene that belongs to W (W) a W-gene
(W -gene). Similarly, we call a regulator of type W (W) a W -requlator (W -regulator).
For a given gene, we call a successor of type W (W) of that gene a W -successor
(W -successor).

The type of a gene can be determined by a single perturbation of the gene. Such
an experiment will be referred to as a typing experiment throughout.

COROLLARY 2. Given an ordered set of requlators gy, ..., g1, their control pattern
can be reconstructed using n — 1 typing experiments.

Proof. Perform typing experiments for g1,...,g,_1 (by definition g, € W). By
Proposition 1, for every 1 < i < n, y; = 1 iff the types of g; and g;_; differ. Also,
yn = 1 iff either state(g,) = 0 and the types of g,,gn—1 are equal, or state(g,) =1
and the two types differ. Finally, we can use Proposition 1 to deduce y;. O

Any control pattern (yy, . ..,y1) may be separated into blocks of consecutive reg-
ulators by truncating the control pattern after each 1. The first block (rightmost,
ending at g1) has two possible forms: 0...0 or 0...01. All other blocks are of the
form 0...01, so the right boundary of a block corresponds to a regulator g; with
y; = 1, and any other regulator g; in the block has y; = 0.

LEMMA 3. FEach block contains requlators of a single type, and two adjacent blocks
contain requlators of opposite types.

The proof follows from the fact that the type of g;, i« < n differs from the type of
gi—1 iff y; = 1. Thus, we can refer to a block as either a W-block or a W -block, and
the two types of blocks alternate. For convenience, we shall refer to g, as forming a
W-block of its own.
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3.2. Reconstructing the regulator set and the function. Consider a chain
function with control pattern (y,,...,y:1) and let g;, ... , g; be ablock. Theninfl(g;) =
[infl(gj+1) A ( i:i state(gn))] ® yi- Thus, the effect of the block on the function is
determined by the boolean variable infl(g;11), by the control pattern, and by the
conjunction of the states of its regulators. Since this conjunction is independent of
the order of occurrence of these genes, no experiment based on perturbing the states
of the genes can determine the order of the genes within the block. In view of this
limitation, we shall aim to find the equivalence class of chain functions as detectable
by perturbation experiments, i.e., our goal is to reconstruct the control pattern, the
set of genes within each block (but not their order), and the ordering of the blocks.
Correspondingly, in the following we will use the term successor of a gene to denote a
regulator that succeeds that gene in the chain and is not a member of its block. For
convenience, we shall refer to gene (in fact, W-genes) that are not regulators of gg as
predecessors of g,,.

The above discussion implies that once we have typed each gene, it remains to
determine, for each pair consisting of a W-gene and a W-gene, which one precedes
the other in the chain. Let kyw and ky denote the number of regulators of type W
and W, respectively. Note that ky + ky, = n < N, and in fact, typically, n < N as
kw < |W].

Suppose we perform a {i, k}-perturbation with g; € W and g, € W. If the
result is w, then g precedes g;. Otherwise, g; precedes gi. A 2-order experiment for
determining the relative order of a W-gene and a WW-gene will be called a comparison
throughout.

PROPOSITION 4. Given the set of requlators of a chain function and their types,
kw kv, comparisons are necessary and sufficient to reconstruct the function.

Proof. The upper bound follows by comparing every W-regulator with every W-
regulator. The lower bound follows from the fact that, in the special case where every
W-regulator precedes every W-regulator, no set of comparisons can determine the
relative order of a given pair consisting of a W-regulator and a W-regulator, unless it
includes a direct comparison between the pair. Therefore, all such comparisons must
be performed. 0

Note that the problem of reconstructing a chain function by comparisons, once
the regulators have been typed, can be viewed as a sorting problem: The input is a
list of n elements of two types, such that the set of elements of each type consists
of several equivalence classes, and there is a linear order of all these classes. The
objective is to find the equivalence classes and their order, using only queries that
compare two elements of distinct types. In the special case that each equivalence
class consists of one element, the problem is related! to the well-studied problem of
matching nuts and bolts [2] and has an optimal ©(nlogn) deterministic solution [19].

We now turn to the question of reconstructing a chain function without prior
knowledge of the identity of its regulators. The discussion above suggests a way to
solve the problem: First, we find the gene types using N typing experiments. Next,
we reconstruct the block structure by performing all possible comparisons between a
W-gene and a W-gene.

A more efficient reconstruction is possible when g,, is known. This is often the case
when the chain function models a signal transduction pathway, where g, represents

IThe difference between the problem of matching nuts and bolts and our problem is that in our
case we have strict linear order among all the elements and there is no notion of matching between
W -regulators and W-regulators.
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a known stimulator of the corresponding biological response. If g, is known, then
since g, € W, all W-regulators can be identified by comparing every W-gene with
gn, using a total of N — ky; comparisons. Since every W-gene is a regulator, these
experiments are sufficient to identify all the regulators, and we can apply Proposition
4 to complete the reconstruction in N — k3, + kw (kyr — 1) comparisons. In summary,
we have the following proposition.

PROPOSITION 5. A chain function can be reconstructed using at most N typing
experiments and kyy (N — k) comparisons. Given g,, a chain function can be recon-
structed using at most N — 1 typing experiments and N — n + kw kg, comparisons.

We can prove a matching lower bound by generalizing the argument in Proposi-
tion 4.

PROPOSITION 6. At least kyyy (N — ky,) comparisons are necessary to reconstruct
a chain function.

Proof. Consider the case where all W-regulators precede the W-regulators. In this
case, no set of comparisons can determine the relative order of a given pair consisting
of a W-gene and a W-gene unless it includes a direct comparison between the pair.
Therefore, all such comparisons must be performed. 0

Propositions 4 and 5 provide a worst-case analysis. Next, we describe another
reconstruction algorithm, whose ezpected number of required experiments is lower.
The analysis of the running time is similar to that of quick-sort (cf. [5]) and assumes
that the chain to be reconstructed has W-blocks of bounded size. Denote by D, the
set of TW-successors of g € W in f.

PROPOSITION 7. A chain function with W -blocks of size bounded by d can be
reconstructed using N typing experiments and an expected number of O(Ndlog ky, +
kwkyr) comparisons.

Proof.

Algorithm: First, we perform N typing experiments. Next, we apply a random-
ized scheme to reconstruct the chain: Each time we pick a gene g € W at random,
find its successors and their order, and remove g and all its successors from further
consideration. We stop when no W genes are left. In order to find the successors of
g, we first identify the members of D, using at most N — k- comparisons. Using Dy,
we then reconstruct the part of the chain that spans g and its successors by at most
|Dg|(ky — 1) comparisons, as in Proposition 4.

Complezity: The set of comparisons can be divided into two parts: those that
are required to identify the sets Dy and those required to reconstruct the chain parts
induced by these sets. For the latter, at most ky ky; comparisons are needed in total,
since every pair consisting of a W-regulator and a WW-regulator is compared at most
once. Thus, it suffices to compute the expectation of the first part. Let T(z) be
this expectation, given that the current W set (i.e., the set of 1W-genes that were not
removed in previous iterations) contains x elements, where 7'(0) = 0. For x > 1, with
probability % the gth rightmost element of 1 is chosen in the current iteration. Hence,
T(x) < £ 3,1 (d(N = ky) + T(x — q)). By induction, T(z) < d(N — ky,)(log = +1).
Substituting « = ky,, we obtain the required bound. 0

The expected number of experiments improves over the upper bound of Propo-
sition 5 for d < kyj;, which is the case in many real biological regulations, e.g., the
filamentous-invasion pathway (n = 9, ky = 2, and d = 1, illustrated in [11, Figure
3]), and the HOG signaling pathway (n = 6, ki = 3, and d = 2 [13]) in yeast.

3.3. Using high-order experiments. In this section we show how to improve
the above results when using experiments of order ¢ > 2. The results in this section
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are mainly of theoretical interest, since high-order experiments may not be practical.

PROPOSITION 8. Given the set of n regulators of a chain function, the function
can be reconstructed using O(%zlog q) experiments of order at most ¢ < n. This is
optimal up to constant factors for ¢ = ©(n).

Proof. The number of possible chain functions with n regulators is ©((log, )" n!)
[9]. Since each experiment provides one bit of information, the information lower
bound is 2(nlogn) experiments.

Suppose at first that ¢ = n. Let n; be the number of regulators in block i, where
blocks are indexed in right-to-left order. Our reconstruction algorithm is as follows:
First, we perform n typing experiments. Next, we identify the type of the first block
using one experiment of order n, in which all regulators are perturbed (this way we
perturb also the genes in the first block, and thus its type is identical to the output).
We proceed to reconstruct the blocks one by one, according to their order along the
chain. Note that the type of each block is now known, since the two types alternate.
Suppose we have already reconstructed blocks 1, ... ,i—1. For reconstructing the ith
block we only consider the set of regulators that do not belong to the first i —1 blocks.
Out of this set, let A be the subset of regulators that have the same type as block 1,
and let B be the subset of regulators of the opposite type. In order to identify the
members of the ith block we use a binary-search-like procedure: We divide A into
two halves. For each half we perform a perturbation that includes that half and all
regulators in B. If the result is the type of block ¢, we continue recursively with that
half. Otherwise, we discard it. The search requires O(n;logn) experiments. Thus,
altogether we perform O(nlogn) experiments.

When ¢ < n, we use the above algorithm as a component in our reconstruction
scheme, allowing us to reconstruct a subchain of size ¢ within a chain of size n using
O(qlogq) experiments of order at most q. Our reconstruction scheme is based on
Proposition 4, which shows that for reconstruction it suffices to compare every W-
regulator with every W-regulator. To this end we form O(Z—;) regulator subsets, each

of size at most ¢, such that every pair consisting of a W-regulator and a W-regulator
appears in one of the subsets. To compute these subsets we form a ky x ki matrix,
whose entries are in 1-1 correspondence with (W, W )-regulator pairs. We then cover
this matrix using O(k“;#) disjoint submatrices of dimension at most [¢/2| x [¢/2],
each identifying a regulator subset of the required size.

Next, we reconstruct the subchain of size ¢ associated with each subset using
O(qlog q) experiments of order at most gq. After this process, each (W, W )-regulator
pair appears in one of the subchains, and thus its relative order has been determined.

This is sufficient in order to computationally reconstruct the chain (as in Proposition

4). Altogether we use O(% logq) = O(%z log q) experiments for reconstructing
the chain from its regulators. 0

We now provide a reconstruction scheme for the case that the set of regulators is
not known. Let f be a chain function. For a gene g € W, denote as before by D, its
set of W-successors in f. A building block in our reconstruction scheme is a method to
efficiently identify the members of D, using O(|Dgy|log g+ N/q) experiments of order
at most ¢g. The process is as follows: We partition the W-genes into fqilﬂ subsets of
size at most ¢ — 1. For each subset R we test whether it contains some successor of g
using an (R U {g})-perturbation, in which g and the subset members are perturbed.
If as a result of the perturbation the output changes to w, then at least one of the
members in R succeeds g. In this case we use standard binary search to identify all
the m successors in R by performing additional O(mlogq) experiments of order at
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most (|¢/2] + 1). Otherwise, all the subset members precede g and we discard R.
Each of the successors of ¢ is discovered exactly once, which gives the required bound.

PROPOSITION 9. Forq < n, a chain function can be reconstructed using O(nN/q+
n?logq/q) experiments of order at most q. For ¢ >n, O(N +nlogq) experiments of
order at most q are sufficient.

Proof. The reconstruction is done in three stages. First, we perform N typing
experiments. Second, we discover all W-regulators as follows: For each regulator
b € W we use the scheme described above to identify its successors in W, and re-
move them from further consideration. Each W-regulator is discovered exactly once
and, thus, we need O(kyy, N/q + kw log q) experiments of order at most ¢ altogether.
Last, we reconstruct the chain, given the regulators and their types, in O(n?logt/t)
experiments, using the method given in Proposition 8, where ¢ = min{g,n}. In total
O(N + ky N/q + kw log ¢ + n?logt/t) experiments are used. O

A lower bound on the number of experiments that are required is given in the
following proposition.

PROPOSITION 10. Q(max{N/q,nN/q* nlog N}) experiments of order at most q
are necessary to reconstruct a chain function.

Proof. We give three different lower bounds, whose union yields the required
result. First, Q(N/q) experiments are required to identify at least one W-regulator.
Second, (nN/q?) experiments are required to cover every pair of a W- and a W-gene.
Third, the number of possible chain functions is @((1:) (logy €)™ *1n!) [9]. Hence, the

information theoretic lower bound on the reconstruction is Q(nlog N). a
Finally, we give an optimal reconstruction scheme when g, is known and ¢ =
[N/2] + 1.

PROPOSITION 11. In case g, is known, there is an optimal reconstruction scheme
that uses ©(nlog N) experiments of order at most [N/2] + 1.

Proof. We perform the reconstruction in two stages. In the first stage we discover
the set of regulators and their types. In the second stage we apply Proposition 8
to reconstruct the chain function. To discover the set of regulators we perform a
binary-search-like process as follows: We partition all variables excluding g, and gg
into two halves, Hy and Hs. For i = 1,2 we apply an H; U {g, }-perturbation. Since
gn is perturbed, all nonregulator effects are masked, and we get the result w iff H;
contains some W-regulators. Therefore, for each set that gives the results w, we
continue recursively until we reach single genes. In this way we have identified a
subset T of the W-regulators, including all those in the first (rightmost) block. We
now repeat the recursive process on U \ (T' U g, U go), but this time do not include
gn in the perturbations. This process identifies a subset 7" of the W regulators,
including the first W-block. By repeating these two recursive processes (with and
without including g,, in the perturbations) we eventually identify all regulators. The
total effort is O(nlog N) since each path that identifies one of the n regulators is a
binary search in N variables and thus takes O(log N) experiments. ad

4. Combining several chains. In this section we extend the notion of a chain
function to cover common biological examples in which the regulatee state is a boolean
function of several chains. Frequently, a combination of several signals influences the
transcription of a single regulatee via several pathways that carry these signals to the
nucleus, and a regulation function that combines them together. Here, we formalize
this situation by modeling each signal transduction pathway by a chain function, and
letting the outputs of these paths enter a boolean gate.

Define a k-chain function f as a boolean function which is composed of k chain
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functions over disjoint sets of regulators that enter a boolean gate G(f). Let f¢ be
the ith chain function and let g§ denote the jth regulator in f. The output of the
function is G(infl(gi),... ,infl(g})).

In the following we present several biological examples for k-chain functions that
arise in transcriptional regulation in different organisms: The lac operon [21] codes
for lactose utilization enzymes in E. coli. It is under both negative and positive
transcriptional control. In the absence of lactose, lac-repressor protein binds to the
promoter of the lac operon and inhibits transcription. In the absence of glucose,
the level of cAMP in the cell rises, which leads to the activation of CAP, which in
turn promotes transcription of the lac operon. In our formalism, the lac operon is
controlled by a 2-chain function with an AND gate. The chains are fl(gi,gi) =
ft(lactose, lac-repressor), with control pattern 11, and f2(g3,g3,93) = f2(glucose,
cAMP, CAP), with control pattern 100. Other examples of 2-chains with AND gates
are the regulation of arginine metabolism and galactose utilization in yeast [18]. A
2-chain with an OR gate regulates lysine biosynthesis pathway enzymes in yeast [18].

These examples motivate us to restrict attention to gates that are either OR or
AND. We first show that we can distinguish between OR and AND gates. We then
show how to reconstruct k-chain functions in the case of OR and later extend our
method to handle AND gates.

Denote the output of f* by O;. If O; = 1 in wild type, we call fi a 1-chain
and, otherwise, a O-chain. A regulator gj- is called a 0-regulator (1-regulator) if its
perturbation produces O; = 0 (O; = 1). Let kg (k1) be the number of 0O-regulators
(1-regulators) in f. A block is called a 0-block (1-block), if it consists of 0-regulators
(1-regulators).

LEMMA 12. Given a k-chain function f with gate G(f) which is either AND or
OR, k > 2, we can determine, using O(N?) experiments of order at most 2, whether
G(f) is an AND gate or an OR gate.

Proof. We perform N typing experiments. If w = 0 and W = (), then G(f) is an
AND gate. If w = 1 and W = (), then G(f) is an OR gate. Otherwise, W # (). In
this situation the cases of w = 0 and w = 1 are similarly analyzed. We describe only
the former.

If w = 0, we have to differentiate between the case of an OR gate, whose inputs
are all O-chains, and the case of an AND gate, whose inputs are one 0-chain and (k—1)
1-chains. To this end we perform all comparisons of a W-gene and a W-gene. Let
T be the set of genes g such that the result of a {g, ¢'}-perturbation is w for every
g € W. Then T # ) iff G(f) is an AND gate. ]

We now study the reconstruction of an OR gate. Let S be the (possibly empty)
set of regulators that reside in one of the first blocks (i.e., the blocks containing
gt), that are also 1-blocks. We observe that a perturbation of any regulator in S
results in state(go) = 1 regardless of any other simultaneous perturbations we may
perform. Hence, determining the specific chain to which an element from S belongs is
not possible. Therefore, our reconstruction will be unique up to the ordering within
blocks and up to the assignment of the regulators in S to their chains. The next
lemma handles the case w = 0. The subsequent lemma treats the case w = 1.

LEMMA 13. Given a k-chain function f with an OR gate and assuming that
w =0, we can reconstruct f using N typing experiments and (N —ki)k; comparisons.

Proof. We perform N typing experiments. Then, for each 1-regulator b, we
perform all possible comparisons, thereby identifying all 0-regulators that succeed b
in its chain. This completes the reconstruction. 1]
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LEMMA 14. Let f be a k-chain function with an OR gate. Assume that w = 1,
and let r be the number of 1-chains entering the OR gate. Then f can be reconstructed
using O(N" + Nn) experiments of order at most r + 2.

Proof. First, we determine r, the minimum order of an experiment that will
produce output O for f. For i =1,2,... we perform all possible i-order experiments;
r is determined as the smallest ¢ for which we obtain output 0. In total we perform
O(NT) experiments. We call the set of perturbed genes in an r-order experiment
which results in output 0, a reset combination.

Next, we reconstruct the 1-chains. Fix an arbitrary reset combination R. For
every a € R we perform a set of experiments of order r 4+ 1 as follows: For every reset
combination ' O R\ {a} with a ¢ R, we perturb R’ and in addition each other
gene, one at a time, recording those that produce output 1 as 1-regulators. For every
a, the sets of 1-regulators discovered in these experiments form a linear order under
set inclusion. The 1-regulators that are not common to all these sets are exactly the
1-regulators (that are not in S) of the chain that includes a. For each O-regulator in
R\ R our experiments determine the 1-regulators that succeed it in this chain. Thus,
we can infer all the 1-chains. The total number of experiments performed is O(Nkg).

Finally, we reconstruct the 0-chains. To this end we perturb the 1-regulators
in R, thereby deactivating the 1-chains and reducing the problem of reconstructing
the O-chains to that of reconstructing a (k — r)-chain function with an OR gate and
w = 0 (removing the already discovered regulators of the 1-chains from consideration).
This is done by applying the reconstruction method of Lemma 13 using O(Nkq)
experiments of order at most 7 + 2. The assignment of 1-regulators in S will remain
uncertain. 0

Note that for £ = 1 the above algorithms will reconstruct a single chain. Indeed,
for w = 0 the algorithm of Lemma 13 coincides with that of section 3, and for w =1,
applying the algorithm of Lemma 14 we shall discover that » = & = 1. Further note
that for every reconstructed chain we can identify whether its first block is a 1-block
(i.e., contains genes in S). This is simply done by computing for that chain the value
of state(g,) ® (P;y;) on its known members and comparing it to the chain’s output.
Last, note that if k£ is known and r = k, then the order of the experiments that are
required to reconstruct the k-chain is at most r + 1, since f contains no 0-chains.

The reconstruction method for the case of an OR gate can be used for the recon-
struction of an AND gate as well, by exchanging the roles of 0 and 1 in the above
description. This gives rise to the following result:

THEOREM 15. A k-chain function with an OR or an AND gate can be recon-
structed using O(N*) experiments of order at most k+1. The reconstruction requires
Q((],Z)/k) experiments of this order.

Proof. The upper bound follows from Lemmas 12, 13, and 14 and the duality
of AND and OR gates. For the lower bound consider a k-chain function with an
OR gate consisting of k 1-chains, each of which contains a single 0O-regulator. Such
a function has a single reset combination, which must be identified in the process of
reconstructing the chain. Since each experiment of order k + 1 can test at most k
combinations, Q((]IX )/k) experiments are required for the reconstruction. ad

5. A biological application. The methods we presented above can be applied
to reconstruct chain functions from biological data. We describe one such application
to the reconstruction of the yeast galactose regulation function, for which some of the
required perturbations have been performed. We show that one additional experiment
suffices to fully reconstruct the regulation function.
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The galactose utilization in the yeast Saccharomyces cerevisiae [18] occurs in a
biochemical pathway that converts galactose into glucose-6-phosphate. The trans-
porter gene gal2 encodes a protein that transports galactose into the cell. A group of
enzymatic genes, gall, gal7, gall0, gal5, and gal6, encode the proteins responsible for
galactose conversion. The regulators galdp, gal3p, and gal80p control the transporter,
the enzymes, and to some extent each other (Xp denotes the protein product of gene
X). In the following, we describe the regulatory mechanism. galdp is a DNA binding
factor that activates transcription. In the absence of galactose, gal80p binds galdp and
inhibits its activity. In the presence of galactose in the cell, gal80p binds gal3p. This
association releases galdp, promoting transcription. This mechanism can be viewed
as a chain function, where f1(gi, 93, 93,91) = f*(galactose, gal3, gal80, gal4), and the
corresponding control pattern is 0110 (see also [9]). The gal7, gall0, and gall regu-
latees are also negatively controlled by another chain f2(g3, g?) = f2(glucose, migl)
with control pattern 01. The two chains are combined by an AND gate (see Fig-
ure 2(A)).

Ideker et al. [14] performed several experiments to interrogate the galactose uti-
lization mechanism. In these experiments glucose was absent from the media. Conse-
quently, the output of f2 was always 1, and hence we shall focus on the reconstruction
of f! using the experimental data of [14]. Using the discretization procedure employed
by Ideker et al. [14], the measured wild-type levels of gal3, gal80, and gal4d were 1, in
accordance with our model assumption. The wild-type level of galactose was also 1.

Assuming we know the group of four regulators, we need, according to Propo-
sition 4, a total of 4 typing experiments and 3 comparisons (since only gal80 is
of type W) to reconstruct the chain. Notably, all 4 typings and 2 of the 3 com-
parisons? were performed by Ideker et al. [14] (see Figure 2(B)). Using the same
discretization procedure, the experiments yielded the correct results for all three
regulatees. The results suggest two possible chain functions: f1(gi,g3,93,91) =
f(galactose, gal3, gal80, gald) or fl(gk, g3, 93,9%) = fl(galactose, gal80, gal3, gald),
both with control pattern 0110. The missing experiment is a comparison of gal80 and
gal3. A correct result of this experiment will lead to full and unique reconstruction
of the chain function.

6. Concluding remarks. In this paper we studied the computational problems
arising when wishing to reconstruct regulation relations using a minimum number
of experiments, assuming that the experiments’ results are noiseless. We restricted
attention to common biological relations, called chain functions, and exploited their
special structure in the reconstruction. We also suggested an extension of that model,
which combines several chain functions, and studied some of the same reconstruction
questions for the extended model. On the practical side, we have shown an application
of our reconstruction scheme for inferring the regulation of galactose utilization in
yeast.

The task of designing optimal experimental settings is fundamental in meeting
the great challenge of regulatory network reconstruction. While this task entails
coping with complex interacting regulation functions and noisy biological data, we
chose here to focus on the reconstruction of a single regulation relation of a single
regulatee and assume that the function can be studied in isolation. Hence, upon
any perturbation, none of the other regulators change their states. Another major

2In fact, the gal80Agal4A-gal experiment was of order 3 but allowed the comparison of gal80
and gal4.
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Fic. 2. Galactose pathway regulation. (A) The 2-chain function regulating gall, gal7, and
gall0 transcription. (B) Typing and comparison experiments performed by Ideker et al. [14].

assumption is that the wild-type state of all regulators (except possibly g,,) is 1. This
assumption, which is necessary for the analysis (e.g., Lemma 3) is commonly held in
undelayed biological systems, where all the regulators exist in a certain basal level
and the signal can propagate fast (e.g., MAPK systems in unicellular organisms such
as yeast and multicellular organisms including humans, reviewed in [17]). Regulations
that involve production of absent regulators are typically (slow) temporal processes.
Our analysis should be extended in order to deal with such complex regulations and
temporal processes.

This analysis focuses on theoretical complexity of regulation reconstruction, as-
suming perturbation experiments that measure (accurately) only gene states. It is
clear, however, that other experimental techniques (e.g., interaction measurements [7,
20]) might help to constrain the reconstruction and reduce the solution space. In a
practical approach, diverse data sources should be incorporated, and the experiments
should be designed dynamically and take into consideration the experimental noise.
The theoretical analysis here could hopefully serve as a component in such a practical
experimental design.
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Abstract

In this study we propose a novel model for the representation of biological networks and provide
algorithms for learning model parameters from experimental data. Our approach is to build an initial
model based on extant biological knowledge, and refine it to increase the consistency between model
predictions and experimental data. Our model encompasses networks which contain heterogeneous
biological entities (mRNA, proteins, metabolites) and aims to capture diverse regulatory circuitry
on several levels (metabolism, transcription, translation, post-translation and feedback loops among
them).

Algorithmically, the study raises two basic questions: How to use the model for predictions and
inference of hidden variables states, and how to extend and rectify model components. We show
that these problems are hard in the biologically relevant case where the network contains cycles. We
provide a prediction methodology in the presence of cycles and a polynomial time, constant factor
approximation for learning the regulation of a single entity. A key feature of our approach is the
ability to utilize both high throughput experimental data which measure many model entities in a
single experiment, as well as specific experimental measurements of few entities or even a single one.
In particular, we use together gene expression, growth phenotypes, and proteomics data.

We tested our strategy on the lysine biosynthesis pathway in yeast. We constructed a model of
over 150 variables based on extensive literature survey, and evaluated it with diverse experimental
data. We used our learning algorithms to propose novel regulatory hypotheses in several cases where
the literature-based model was inconsistent with the experiments. We showed that our approach has
better accuracy than extant methods of learning regulation.
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1 Introduction

Biological systems employ heterogeneous regulatory mechanisms that are frequently intertwined.
For example, the rates of metabolic reactions are strongly coupled to the concentrations of their
catalyzing enzymes, which are themselves subject to complex genetic regulation. Such regulation
is in turn frequently affected by metabolite concentrations. Metabolite-mRNA-enzyme-metabolite
feedback loops have a central role in many biological systems and exemplify the importance of an
integrative approach to the modeling and learning of regulation.

In this work we study steady state behavior of biological systems that are stimulated by changes
in the environment (e.g., lack of nutrients) or by internal perturbations (e.g., gene knockouts). Our
model of the system contains variables of several types, representing diverse biological factors such as
mRNAs, proteins and metabolites. Interactions among biological factors are formalized as regulation
functions which may involve several types of variables and have complex combinatorial logic. Our
model combines metabolic pathways (cascades of metabolite variables), genetic regulatory circuits
(sub-networks of mRNAs and transcription factors protein variables), protein networks (cascades of
post-translational interactions among protein variables), and the relations among them (metabolites
may regulate transcription, enzymes may regulate metabolic reactions). We show how such models
can be built from the literature and develop computational techniques for their analysis and refine-
ment based on a collection of heterogeneous high-throughput experiments. We develop algorithms
to learn novel regulation functions in lieu of ones that manifest inconsistency with the experiments.

Most current approaches to the computational analysis of biological regulation focus on transcrip-
tional control. Both discrete (e.g., [3]) and probabilistic methods (e.g., [9]) use gene expression data
and attempt to learn a regulatory structure among genes and to create a predictive model that fits
the data. The computational models used in these studies involve numerous simplifying assumptions
on the nature of genetic regulation. Among the more problematic of these simplifications are a) the
use of mRNA levels to model the activity of transcription factor proteins, b) the lack of consideration
for the state of the medium in which the experiment was done and ¢) the assumption of acyclic reg-
ulation structure that prevents the adequate modeling of feedback loops. As a consequence of these
limitations, simple genetic networks tools are rarely used in practical biological settings. A more
fruitful approach for learning regulation involves the coarser notion of regulatory modules, with [14]
or without [1, 17] explicit learning of regulatory functions that define them. Module-based methods
are relatively robust to noise and in some cases can tolerate the gross simplification described above.
However, models generated by these methods are coarse and limited in their level of detail.

Our study aims to overcome some of the limitations of prior art by taking an approach that is
innovative in combining several key aspects:

e We model a variety of variables types, extending beyond gene network studies, that focus on
mRNA, and metabolic pathways methods, that focus on metabolites. Consequently, our model can
express the environmental conditions and the effects of translation regulation and post translational
modifications.

e Our approach allows handling feedback loops as part of the inference and learning process. This is
crucial for adequate joint modeling of metabolic reactions and genetic regulation.

e We build an initial model based on prior knowledge, and then aim to improve (expand) this model
based on experimental data. A similar approach was employed in [16] for transcription regulation only.
We show that formal modeling of the prior knowledge allows the interpretation of high throughput
experiments on a new level of detail.

e Our algorithms learn new transcription regulation functions by analyzing together gene expression,
protein expression and growth phenotypes data.



Our methodologies and ideas were implemented in a new software tool called MetaReg. It facil-
itates evaluation of a model versus diverse experimental data, detection of variables that manifest
inconsistencies between the model and the data, and learning optimized regulation functions for such
variables. We used MetaReg to study the pathway of lysine biosynthesis in yeast. We performed
an extensive literature survey and organized the knowledge on the pathway into a model consisting
of about 150 variables. In the process of model construction, we reviewed the results of many low
throughput experiments and included in the model the most plausible regulation function of each
variable. We assessed the model versus a heterogeneous collection of experimental results, consisting
of gene expression, protein expression and phenotype growth sensitivity profiles. In general, the
model agreed well with the observations, confirming the effectiveness of our strategy. In several im-
portant cases, however, inconsistencies between measurements and model predictions indicated gaps
in the current biological understanding of the system. Using our learning algorithm we generated
novel regulation hypotheses that explain some of these gaps. We also showed that our method attains
improved accuracy in comparison to extant network learning methods.

The paper is organized as follows. In Section 2 we introduce the model and define some notation.
In Section 3 we show how to take feedback loops into account and how to use the model to infer
the system state given an environmental stimulation. In Section 4 we introduce our mathematical
formulation of experimental data and model scoring scheme and in Section 5 we develop optimization
algorithms for the learning of regulation functions. Section 6 presents our results on the lysine
pathway and its regulation. Some proofs and experimental details appear in an appendix.

2 The model

We first define a formal model for biological networks. A model M is a set U of wvariables, a set

S = {1,...,k} of discrete states that the variables may attain, and a set of regulation functions
fo : SWOI — S for each v € U. f, defines the state of a regulated variable v (called a regulatee) as a
function of the states of its requlator variables N(v) = {rl, ... r%}. We define the set of stimulators

U; to include all variables with zero indegree. The model graph of M is the digraph Gy, = (U, A)
representing the direct dependencies among variables, i.e., (u,v) € A iff u € N(v). For convenience
we assume throughout that regulation functions can be computed in constant time.

A model state s is an assignment of states to each of the variables in the model, s : U — S. A
model stimulation is an assignment of states to all the model stimulators, ¢ : Uy — S.

In this paper we shall use the model logic primarily for the determination of modes. For a
model M and state s, we say that s agrees with M on v if f,(s(rl),... s(r®)) = s(v). We call
a model state s of M a mode if s agrees with M on every v € U \ U;. A mode is thus a steady
state of the system. States representing non-steady state behavior of the system, which may be
adequate for the representation of temporal processes, are outside the scope in this work. Since our
biological models represent a combination of diverse regulation mechanisms, operating in different
time scales (metabolic reactions are orders of magnitude faster than transcription regulation), a
realistic temporal model is a considerable challenge that should be carefully dealt with in future
work. The steady state assumption is in wide use (e.g., [3, 9]) and was proved flexible enough in our
empirical studies. Figure 1 illustrates a simple model and its modes.

We now describe the biological semantics of a model. V' includes four types of variables: (a)
mRNAs (b) active proteins that serve as enzymes or regulators (c) internal metabolites, which repre-
sent the metabolite derivatives in the pathway under study (d) external metabolites, which represent
different environmental conditions and specify the nutritional concentrations in the medium. The
external metabolites are assumed to be determined by the experimenter, and their level is unaffected
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Figure 1: A simple model. The model includes one stimulator X, regulating a positive feedback
loop of two variables Y and Z. We assume a binary state space (on-dark, off-light). f, is the identity
function and f, = s(x) AND s(z). When the stimulator state is off (A), a unique mode exists. If
the stimulator state is on (B), two different modes are possible, one in which the cycle is on and the
other in which the cycle is off.

by other variables in the model, so they will serve as part of our stimulator set. The levels of the mR-
NAs, proteins and internal metabolites are controlled by other variables via regulation functions that
manifest transcriptional, translational, post-translational and metabolic control mechanisms. The
stimulators determine the ”"boundary condition” of the model. For example, in lysine metabolism,
the level of the internal lysine metabolite is influenced by lysine transport into the cell, by the yield of
the lysine biosynthetic pathway, by the rate of lysine degradation, and by the rate of lysine utilization
in proteins biosynthesis. The external lysine level, on the other hand, is assumed to be determined
and kept fixed by the experimenter throughout the experiment.

3 Computing modes

Given a model stimulation ¢ we would like to compute the set of model’s modes whose stimulators
states coincide with those of ¢q. This will be the first step in using a model to infer the state of the
system under a certain condition.

A g-mode of a model M and stimulation ¢ is a mode m such that for each v € Uy, q(v) = m(v).
We denote the set of g-modes by @, 1. A model M with acyclic graph G, is called a simple model.
We note that ¢-modes are unique and easily computable for simple models: Given a stimulation ¢ and
a topological ordering on the graph’s nodes (which exists, since the graph is acyclic), we can compute
the g-mode by calculating the state of each variable given its regulators’ states. In summary:

Claim 1 Let M be a simple model where Gy = (U, A). For any stimulation q, there is a unique
q-mode that can be computed in time O(|U| + |A|).

In practice, model graphs are not acyclic and feedback loops play a central role in system func-
tionality. In cyclic models, a stimulation ¢ may have no ¢g-modes (in case no steady state is induced
by the stimulation), a unique g-mode, or several g-modes. In order to compute the set of g-modes we
will first transform a cyclic model into a simple one. Recall that a feedback set in a directed graph is
a set of nodes whose removal renders the graph acyclic [6]. A feedback set of a model M is a feedback
set for the graph G);. Given a feedback set F', the auziliary model My is obtained by changing the
regulation functions of the variables in F' to null. The graph Gy, is updated accordingly and becomes
acyclic, so M is simple. Given a set F' C F', we say that a mode m' of Mg is (M, F')-compatible
if m’ agrees with M on every v € F’. In particular, a mode of My which is (M, F')-compatible is
also a mode for M, since the steady state requirements hold for every v € U \ F (by definition of
Mp modes) and for all v € F' (due to the compatibility). Given a mode for Mp, it is easy to check



if it is (M, F')-compatible by calculating f, for each v € F’. The following algorithm calculates the
g-modes of M by using a feedback set F' and a topological ordering of Gy,

Mode Computation Algorithm

e Generate each possible state assignment to F. For the assignment sp : F' — S do the following:
— Generate a stimulation ¢’ for Mg by joining ¢ and sp.
— Use the topological ordering to compute a (unique) ¢’-mode m’.
— If m'is (M, F')-compatible, add it to Q.-

Hence, we have shown:

Proposition 2 Given a model M, a feedback set F', and a stimulation q, the ¢-modes can be computed
in O(KFI(|JU| +|A|)) time.

We note that the minimum feedback set problem is NP-hard [12], but approximation algorithms
are available [15]. The complexity of our algorithm is exponential in the size of the feedback set, but
this is tolerable for the current models we have analyzed. Much larger systems may require heuristics
that avoid the exhaustive enumeration of feedback set states we are currently using.

4 Experimental conditions and their inferred modes

An ultimate test for a model is its ability to predict correctly the outcome of biological experiments.
We formally represent the data of such experiments as conditions. A condition e is a triplet (e,, €,, €;).
eq is a model stimulation defining the environment in which the experiment was performed. e, is
a partial assignment of states to variables in U \ Uy, and is called a perturbation. A perturbation
defines a set of variables whose regulation was kept as a particular constant during the experiment.
For example, knockout experiments fix the state of mRNAs to zero. e, is a set of measurements of the
states of some variables, and is called an observed partial state. We define es(v) = —1 for variables
that were not measured in the experiment. Low throughput experiments (like northern blot or
ELISA) typically measure one or few variables in a given condition. High throughput experiments
(e.g., gene expression arrays or protein expression profiles) may measure the states of all variables of a
particular type. A different type of high throughput experiments are growth sensitivity mutant arrays
[4]. Each such array corresponds to many conditions, all with the same stimulation (representing the
environment of the experiment), but with different perturbations (different knocked-out genes), and
only a single measured variable: the growth level. We will assume that this level corresponds to the
yield of the metabolic pathway under study.

Given a condition e we wish to use a model M to compare the possible modes induced by the
stimulation e, with the observed partial state. If the condition involves a perturbation, we first
have to update our model accordingly. For simplicity assume this is not the case. We then apply
the algorithm from the previous section and compute the set of all e,-modes. In case more than
one exists, we expect the correct one to be most similar to the observed partial state. To assess
this similarity we introduce a score function that equals the sum of squared differences between the
observed partial state e; and a e,-mode. Precisely, given a condition e and an e;,-mode s, we define
the discrepancy D(s,€) as 3 ,cre,w)£-1(5(v) — es(v))?. The mode with smallest discrepancy will
be considered as our inferred mode. Its score is called the model discrepancy on condition e, i.e.,
D(M,e) = minseq, ,, D(s,€). If no e,;-mode exists, D(M, e) is set to a large constant K. Note that
models with loosely defined regulation functions may have a large number of modes per stimulation
and consequently suffer from over-fitting of the inference.



5 Learning regulation functions

Given a model and experimental conditions, we wish to optimize one particular regulation function
in the model and in this way derive an improved model with lower discrepancy. In this section we
discuss the resulting function optimization problem, and show that this problem is NP-hard. We
translate the function optimization problem to a combinatorial problem on matrices, and provide a
polynomial-time greedy algorithm for it. Finally, we show that the greedy algorithm guarantees a
1/2-approximation for a maximization variant of the function optimization problem.

We focus on one model variable v and fix the set of v’s regulators {rl, ..r&}. Let E = {e'} be
the set of experimental conditions. In order to simplify the presentation, we assume throughout this
section that experimental conditions have empty perturbation sets. Given a function g : S* — S we
define M (g, v) to be the model M with the single change that f, = g. The discrepancy score of g is
defined as 3=, D(M(g,v), e).

Problem 1 The function optimization problem. The problem is defined with respect to a model
M, a set of conditions E and a variable v € U. The goal is to find a regqulation function f, = g with
an optimal discrepancy score. In other words, we wish to compute argming>; D(M(g,v),€").

In most extant gene networks models [9, 3, 16], an optimal regulation function can be easily
learned given the topology of the network. This is done using the multiplicities (or probabilities) of
different combinations of observed states for the regulators and regulatee. The main difficulty with
our version of the learning problem is that the states of regulators are frequently not observed, and
have to be inferred together with the regulation function. A naive algorithm can test all k5" functions
for the best discrepancy, but this strategy is impractical even for modest k£ and d, (333 > 10'%). In
fact, the optimization problem is NP-hard (for a proof, see the appendix).

Proposition 3 The function optimization problem is NP hard.

We shall translate the function optimization problem to a combinatorial problem on matrices and
develop an approximation algorithm to solve it. First, we define an auxiliary matrix and show how to
construct it. We define Q7 ,, as the set of model states s which satisfy for all u € Uy, s(u) = q(u) and
agree with M on all u € U\U;,u # v. Note that Q7 ), is a superset of the set of g-modes @ »s in which
we relax the requirement for agreement on v. Given an instance of the learning problem, we form
a matrix W with a column for each condition and a row for each assignment of states to v and its
regulators. We define the matrix entry wy o as min{D(s,el)|s € QZ;M, s(f) =7,s(v) = x}

T,y )
or K if Q% ,, = 0, where K is a large constant, 7 = (rl,...7%™), T = (z1,...,7q4,). In the following
q7

algorithm, we show how to compute W* by relaxing the requirement for v compatibility in the mode
computation algorithm. Later we shall show how to use W to compute the discrepancy score.

Matrix Construction Algorithm

e Initialize all entries in W" to K.

e Form a feedback set F' such that v € F.

e For each condition ¢ and for each assignment sg of states of the feedback set do:
— generate a stimulation ¢’ for My by joining efl and sp.
— use a topological ordering on Gy, to compute a (unique) ¢’-mode m’ for Mp.
— Ifm/is (M, F \ v)-compatible, compute its discrepancy z.
— Replace the entry wz ‘@) by z if the latter is smaller.

(M (r)),...om! (r&)),m



Lemma 4 Given a model M, a set of conditions E and a feedback set F' such that v € F, the Matriz
Construction Algorithm correctly computes the matriz W* in O(k% T E| + EFI(|U| + | A])|E|).

Proof: Matrix entries are computed by minimization of discrepancies over all (M, F'\ v)-compatible

modes that have a given regulator/regulatee states. But (M, F'\ v)-compatible modes are exactly the

modes in Q¥ ,, which are used in W*"’s definition. Therefore, the algorithm correctly computes W°.
q?

The algorithm spends O(k%*+!|E|) (the size of W) time in initialization and O(k!*I(|U| + |A])|E|)
time to compute all mode discrepancies. ®

Lemma 5 The discrepancy score of a requlation function g equals Zlﬂ Milzesav Wy (7 o(7))-

Proof: We will show that for each i, mingega, w; g 4@y = D(M(g,v),€).
[D(s,€l)] = mingega. minSEQeg,M(g,v)1S(F)ZE[D(S7 e)] =

s)=z.s(w)=g@ [ D(5, )] = Mingcga, W} 7 )z W

D(M<g= U)v ei> = minseQez,M(

g,v)
mlnfesdu mlnSEQ:zyM(gyv)

By the last lemma, the scores of all possible regulation functions can be derived from the matrix
Wv. To find the optimal function we first translate the problem to the following combinatorial
problem:

Problem 2 The Rows Subset Cover Problem. We are given a non-negative integer valued
n x m matriz W and a partition of the rows to disjoint subsets By, ..., B;. A row subset R is a
set of rows bl € By, bl € By,... bl € B;. Our goal is to find a row subset with mazimal score
c(R) = X1, maxi_; wyp ;.

In our settings, rows are pairs (Z,z) and columns are conditions. The subsets B; are the sets of
columns with identical regulator states Z. To formulate the function optimization problem as a row
subset cover problem we rewrite w;; = K — wj;. A selection of b; = (T, x) corresponds to the setting
of fo(T) = x.

The previous discussion implies that for constant value of d, and k, the row subset cover problem
is NP-hard. A Greedy Row Subset Algorithm applies naturally to this problem: We start with an
arbitrary row subset S, and repeatedly substitute a row to improve the score, i.e., setting S «
(S\ {b7}) U {b.} where b, € B; and the new S has improved score. The algorithm terminates in
a local optimum when no single row substitution can improve the score. Since the score increases
at each iteration and all scores are integers bounded by K, the greedy algorithm will terminate
after O(nmK) steps. For the function optimization problem, O(|E||U|k?) is an upper bound on the
maximal score and hence on the number of steps. Each step costs O(|E|k%*1) in order to find an
improving substitution, and thus the total cost is O(|E|?|U|k®*3).

Proposition 6 The greedy algorithm guarantees a 1/2-approximation for the Row Subset Cover
Problem.

Proof: Given a row subset R, the score ¢(R) can be expressed as a sum of terms of the form
¢i(R) = maxﬁ-zl[wbﬁj]. We partition the columns according to argmazi,. i[wyr ;] by defining
PE={j | wpr ; > wyr j, K # i} and transforming P, ..., PF into a partition by arbitrarily breaking
ties. We now have ¢(R) = Y\, e pr[cj(R)].

Let A be an optimal row subset, and let D be the output of the greedy algorithm. To prove the
approximation ratio, we will show that ¢(A) — ¢(D) < ¢(D). We first rewrite this inequality using
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two different column partitions, 3°!_, Yjepalei(A) — ¢;(D)] < S Yjepr[c;(D)]. In fact, we will
show that the inequality holds separately for each term, i.e., 3%;cpac;(A) — ¢;(D)] < X;epr[e;(D)].

If b = bP, for each j € P4, ¢;(A) < ¢;(D) since the maximal value for A in column j is Wya 5,
and solution D can use the same value or a better one. Therefore, 3= ¢ pa[c;(A) — ¢;(D)] < 0 and the
inequality holds.

Assume now that b # bP. We define a new row subset E;, which is the same as D except for
replacing bP with b1, The replacement decreases the score in certain columns (denoted L~) and
increases it in others (denoted L*). Call the decrease in the set L~ the loss and call the increase
in Lt the gain caused by the replacement. The key to the proof will be the fact that the loss must
be equal or larger than the gain, or else the greedy algorithm would have not stopped at D. Since

L~ C PP we have
Y [ei(D)] > 3 [ei(D) — ¢;(Ey)] = loss. (1)

5 el
JEP; JeL

Next look at L* and P, For j € Lt \ P we have ¢;(E;) — ¢;(D) > 0. For j € L' N P we have
¢;j(E;) — ¢j(D) = ¢;(A) — ¢;(D). For j € PA\ Lt we have ¢;(A) — ¢;(D) < 0. Overall we get:

gain =3 [c;(E;) — ¢;(D)] = 3 [¢;(A) — ¢;(D)]. (2)

i - pA
JELT JEP;

In summary, 3epp(c;(D)] > Ejer-[¢;(D) — ¢;(Ei)] = Xjer+[e;(Ei) — ¢;(D)] = Xjepalei(A) —
¢j(D)]. The first and third inequalities follow by (1) and (2), respectively. The second inequality is
the observation that the loss exceeds the gain. m

In practice, we find regulation functions by executing the matrix construction algorithm and
applying the greedy algorithm to the obtained matrix. Note that our approximation holds only for the
maximization problem. Developing any constant ratio approximation for the minimization problem
in its current form is NP-hard. This follows from Proposition 3, since the matrix corresponding to
the model in that proof has a minimum score of zero, and thus the decision problem with score zero
is NP-hard.

We note that in order to take condition perturbations into account, we have to consider a slightly
different model in each condition. For example, if a condition was measured in a strain knocked-out
for a specific gene v, we will form a modified model with altered (constant) f, function and compute
its modes and discrepancy as described above. The other algorithms (matrix generation and row
selection) remain unchanged.

6 Results

We applied the MetaReg modeling scheme and algorithms to study lysine biosynthesis in the yeast
S. cerevisiae. This system was selected since a) it is a relatively simple metabolic pathway, b) its
regulatory mechanisms are relatively well understood, and ¢) several high throughput datasets which
include experimental information pertinent to lysine biosynthesis are available.

6.1 A Model for Lysine Biosynthesis

We have performed an extensive literature survey and constructed a detailed model for lysine biosyn-
thesis and related regulatory mechanisms. Lysine, an essential amino acid, is synthesized in S.
cerevisiae from a-ketoglutarate via homocytrate and a-aminoadipate semialdehyde («¢AASA) in a



linear pathway in which eight catalyzing enzymes are involved. The production of lysine is controlled
by several known mechanisms:

(1) Control of enzymes transcription via the general regulatory pathway of amino acids biosyn-
thesis. Starvation for amino acids, purines and glucose, induce the synthesis of GCN4ap ' which is
a transcriptional activator of enzymes catalyzing amino acids biosynthesis in several pathways, in-
cluding lysine. GCN4ap is controlled on the translation level by the translation initiation machinery.
Specifically, GCN2ap (a translation initiation factor 2« kinase) is known to mediate the de-repression
of GCN4m translation in nutrient-starved cells. The activity of GCN2ap is induced by high levels of
uncharged tRNA under starvation conditions [5].

(2) Transcription control of several catalyzing enzymes is regulated by aAASA. The control is
mediated by the LYS14ap transcriptional activator in the presence of «AASA, an intermediate of
the pathway acting as a coinducer. «AASA serves as a sensor of lysine production [13].

(3) Feedback inhibition of homocytrate synthase isoenzymes (LYS20ap and LYS21ap) by lysine.
The first step of the lysine biosynthetic pathway is catalyzed by LYS20ap and LYS21ap. At high levels
of lysine, LYS20ap and LYS21ap are inhibited, and thus the production of the pathway intermediates
and of lysine itself is reduced [8].

(4) MKSlap down-regulates CIT2m expression and hence cytrate-synthase production which is
needed for the synthesis of a-ketoglutarate. The resulting limitation of a-ketoglutarate decreases the
rate of lysine synthesis. MKSlap is activated in nutrient-starved cells [7, 18].

In Figure 2, we present the model graph of lysine biosynthesis as described above. The graph
includes the lysine biosynthetic pathway, the catalyzing enzymes and their transcription control, and
the translation initiation machinery controlling GCN4ap state. The model includes also external
amino acids and ammonium (NH3). These are needed as stimulators to represent the environmental
conditions enforced on the system. The transport of amino acids and ammonium into the cell is
facilitated via specific permeases, and the level of internal amino acids and ammonium is determined
by the extracellular metabolites and by the activity of these permeases. The state of internal lysine
depends on the lysine transport into the cell and on the yield of the lysine biosynthetic pathway. Note
that in order to study the model in relative isolation from other pathways and regulatory systems,
we had to exclude some of the known relations (e.g., CIT2 and the Kreb cycle in a-ketoglutarate
production, tRNAs in GCN2ap activation). The model graph contains several cycles that correspond
to three distinct feedback cycles: general nitrogen control regulation (e.g. GCN2ap — GCN4ap —
LYS1,9m — LYS1,9ap — ILys — GCN2ap), lysin negative regulation (LYS20ap/LYS21lap — IHo-
moCytrate — «AASA — ILys — LYS20ap/LYS21ap) and aAASA positive regulation (e.g. LYS14ap
— LYS2m — LYS2ap — «AASA — LYSl14ap). We used a feedback set F' consisting of GC'N2ap
and I AASA in all the computations reported below. The complete and annotated list of regulation
functions that are part of the model, is available upon request.

We used the state space S = {0,1,2}. In our experiments, the definition of compatibility used for
the calculation of g-modes was relaxed a bit to include also cases where m/(v) and f,(m'(r}), ..., m/(rd
are both non-zeros (i.e., cases where inferred state was 1 and observation 2 or vice versa are not con-
sidered violation of compatibility). In other words, D(i,5) was (1 — j)? for all states {i,5} # {1,2},
but D(1,2) and D(2,1) were set to 0. This was done to allow more flexibility in the model and to
focus more on major discrepancies.

'We use variable affixes to indicate types. m suffix: mRNA, ap suffix: active protein. Metabolites names are
prefixed to indicate their type, I: internal, E: external.
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Figure 2: The model graph of lysine biosynthesis in S. cerevisiae. Variables are represented
by nodes. Arcs lead from each regulator to its regulatees. All arc directions are at any angle to the
right or straight down, unless otherwise indicated. The model includes also a regulation function
for each regulated variable. These functions are not shown here. Node colors indicate the mode
inferred states and the observed states in condition of nitrogen depletion after 2 days. Internal node
color: inferred state. Node boundaries: observed state. Red(dark): state= 2. Dark pink(grey): 1.
Light pink(light grey): 0. The representation enables us to view the disagreements as color contrasts
between the observed and inferred states. For example, LYS9m (bottom right) inferred state is 2
while its observed state is 1.

6.2 Data Preparation

We formed a heterogeneous dataset from five different high-throughput experiments: (a) 10 expression
profiles in nitrogen depletion medium after 0.5h, 1h, 2h, 4h, 8h, 12h, 1d, 2d, 3d, 5d of incubation [10].
(b) 5 expression profiles in amino acid starvation after 0.5h, 1h, 2h, 4h, 6h of incubation [10]. (c) 10
microarray experiments of His and Leu starvations and various GCN4 perturbations [5]. (d) protein
and mRNA profiles of wild type strain in YPD and minimal media [19]. (e) 80 Growth sensitivity
phenotypes [4]. The growth phenotypes were measured for each of a collection of ten gene-deletion
mutant strains in eight conditions: Lys, Trp and Thr starvation, three minimal media and two YPG
conditions.

To incorporate these data into our framework, we generated conditions from each of the exper-
iments. To this end, we identified the stimulation and perturbation that match each experiment
from the respective publication. We then converted the data into a set of observed states. In the
Appendix, we define the conversion process of each data set. Note that some of the experiments
translate directly to observed states (e.g., growth profiles) and some must be manipulated further
(e.g., mRNA ratios of two conditions).
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6.3 Model discrepancy

For each of the high throughput conditions in (a) through (d) we computed inferred modes and
compared them to the observed states. Recall that the environment defined by the condition’s
stimulation gives rise to a set of possible inferred modes, and we choose the inferred mode which
fits the observed states best. Typically, there are only few modes per condition in the lysine model,
confirming the relatively good characterization of the system by the model.

Figure 3A summarizes the comparison between inferred modes and observed states for expression
conditions. Figure 3B does the same for growth sensitivity data. In general, there is good agreement
between the inferred and observed states. The matrix view highlights conditions and variables in
which the observations deviate from the model predictions.
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Figure 3: Model Discrepancy (A) Discrepancy matrix for the expression data. Columns cor-
respond to conditions and rows correspond to mRNA variables. Each cell contains two small squares:
observed (left) and inferred (right) states of the row variable in the column condition. State colors: Cyan
(light gray):0, light blue (gray):1, dark blue (black):2. The background color of the cells emphasizes critical
disagreement, where the inferred state is zero and the observed state is not (green or light gray), or vice
versa (red or gray). (B) Discrepancy matrix for the phenotype data. Each cell represents a condition,
which is a combination of certain environmental nutrients and one gene deletion. Columns correspond to
the nutritional environment (i.e., the medium), and rows correspond to the knocked-out variable. Each cell
contain two small squares: observed (left) and inferred (right) state of the internal lysine metabolite (the
ILys variable) in this condition. Colors are as in (A). (C). Distribution of model discrepancy scores
for randomly shuffled data sets. X axis: total model discrepancy. We generated the distribution by
computing model discrepancy for 50 random data sets. The discrepancy of the real data set is 494 (arrow),
much lower than the minimal discrepancy measured in the shuffled sets.
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Before analyzing the deviations, we verified the specificity of the total discrepancy. Since the mode
computation algorithm involves selection of one mode from several possibilities in each condition, we
wanted to verify that this process does not cause over-fitting. To this end, we generated randomly
shuffled data sets in which we swapped the states between variables of the same type. Figure 3C
shows the discrepancy distribution obtained from this experiment, and supports the high specificity
of the lysine model discrepancy.

We next examined the biological implication of two major deviations of the inference from the
experimental data: First, the transcription of the translation initiation machinery (GCD1,2,6,7,11,
GCN1,20, SUI2,3) is repressed in the later phases (8h-5d) of the nitrogen depletion experiment, and
this effect is not predicted by the model. Moreover, the transcription of the ammonium permeases
MEP1 and MEP?2 is consistently activated in nitrogen depletion. To the best of our knowledge, the
explanation for these observations is still unclear. However, there is some evidence for involvement
of the TOR signaling pathway in the regulation of this response [2]. Second, the transcription of the
lysine biosynthesis catalyzing enzymes is known to be activated by both LYS14ap and GCN4ap, but
the exact combinatorial regulation function is unknown. Since they are both known to be activators,
we originally modeled the regulation function of the catalyzing enzymes (LYS1,2,9,20,21) simply as
the sum of LYS14ap and GCN4ap. In most catalyzing enzymes, there is a clear inference deviation
in two conditions with GCN4A strain (Figure 3A, 3rd and 6th columns from right). In addition,
the growth phenotypes of LYS14 deletion strain (Figure 3B, second row) deviate from their inferred
states in all conditions with nutritional limitation of lysine. Therefore, the regulation function we
originally modeled for the lysine biosynthesis catalyzing enzymes is apparently not optimal.

6.4 Learning improved regulation functions

To refine our understanding of the combinatorial regulation scheme involving LYS14ap and GCN4ap
we applied our learning algorithm to the regulation functions of LYS1,2,4,5,9,12,20,21. For each one,
we computed the discrepancy matrix and selected an optimal regulation function using the learning
algorithm outlined in Section 5. To estimate the confidence of our learned functions we used a
bootstrap procedure as follows. We generated 1000 datasets each containing a random subset of 80%
of the original set of conditions. For each random dataset we recalculated the optimal regulation
functions for each of the enzymes. The confidence of the function entry f,(z1,...,xq,) = y was defined
as the fraction of times y was learned as the function value for the regulators values zy,...,x4,. In
case of ties (several function outcomes with equal scores), we split the count among the candidate
outcomes. Results are summarized in Figure 4A B,C.

Based on the optimal functions, we identify two enzyme sets that share a regulatory program.
The expression of genes in the first set (LYS1,9,20 and possibly LYS4 and LYS21) is dependent on
the presence of both LYS14 and GCN4. Both transcription factors seems to drive the transcription
of enzymes in this set linearly. The second set, including LY S5, LYS12 and YJL200C require LYS14
but not GCN4 for basal expression levels. For LYS5 it seems that GCN4 may not be a regulator at
all, possibly since LYS5 is not a catalyzing enzyme in the pathway under study. We note that the
combination of expression and growth phenotype information was crucial for deriving this conclusion.
For example, when using expression data alone, the rows with LYS14p=0 are completely undefined.

6.5 Cross validation

We tested the predictive quality of MetaReg by performing leave-one-out cross validation. For the
test, we used the set of enzymes L = {LYS1,2,4,5,9,12,20,21m} as regulatees and GCN4ap, LYS14ap,
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Figure 4: Learning regulation functions. (A) The optimal transcription regulation function of each
lysine biosynthesis pathway enzyme as a function of the states of the regulators GCN4ap and LYS14ap.
Each cell presents the state of a regulatee given the states of its regulators GCN4ap (column) and LYS14ap
(row). Cell colors indicate the regulatee states. Red (dark gray): state= 2. Dark pink (gray): 1. Light
pink (light gray): 0. We show only entries with over 90% confidence. For combinations of regulators states
that have lower confidence or were never present in the inferred modes, we leave the corresponding entries
of the optimal regulation function undefined. (B). The discrepancy change for each function modification
relative to the optimum regulation function of LYS2. Rows: combination of regulators (GCN4ap,LYS14ap)
states. Columns: regulatee (LYS2) states. The cell ((x,y), z) represents the difference in discrepancy of a
regulation function in which f(z,y) = z and all other values are as in the optimal LYS2m function. All
values are relative to the discrepancy of the optimal regulation function as shown in A. (C) Confidences for
the LYS2 function. Rows and columns are as in (B), values are the percent of times in which the value was
learned out of 1000 bootstrap experiments. (D) The accuracy of the independence, Bayesian and MetaReg
methods on the lysine biosynthesis pathway. The accuracy is computed by cross validation on all expression
conditions and the lysine biosynthesis pathway enzymes.

as regulators. For each variable v € L and each condition ¢, we optimized the regulation function of v
while fixing the rest of the model and hiding the data of ¢. We then used the optimized model to infer
the mode in condition ¢ without using the observed value of v. Finally, we compared the inferred
state of the enzyme variable to the observed one, and counted the total number of correct outcomes
(or fractions of outcomes in case the inferred mode was ambiguous and several alternatives existed).
Using mRNA expression data only, the accuracy derived in this procedure was 78.3% (Figure 4D).

We compared the performance of Metareg to the following alternative methods: (a) A Bayesian
networks [9] with a known structure where GCN4m and LYS4m are the parents of each variable in
L. We learned the local probability parameters [11] using non-informative prior. To compute the
accuracy, we ran a cross validation test by learning parameters while hiding one condition at a time.
The overall accuracy obtained in this procedure was 61.4%, much lower than achieved by MetaReg.
(b) An independence model: Each regulatee in L has no regulators. We predict the probability of
each regulatee outcome as the background distribution of its observations. To compute the accuracy,
we ran the same procedure as in (a). The overall accuracy obtained in this procedure was 47.5%. We
conclude that the detailed modeling of interactions among proteins, metabolites and mRNAs gives
an improved accuracy to our model.
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7 Discussion

Models of biological regulation are becoming increasingly complex. The well established biological
methodology of model development and expansion (incremental refinement) is facing major challenges
with the advent of high throughput technologies and the discovery of more and more regulatory
mechanisms. Computational techniques for modeling and learning biological systems are currently
limited in their ability to help biologists to extend their models: De-novo reconstruction methods
ignore available biological knowledge, and module-based methods do not specify concrete regulation
functions. Here we aim at the construction of a computational methodology that combines well with
current biological methodologies. MetaReg models can be built for almost any existing biological
system, they do not assume complete knowledge of the system, and are flexible enough to integrate
diverse regulatory mechanisms. Once built, the model allows easy integration of high throughput
data into the analysis of the existing model. The computational tools introduced here can then be
used to generate testable and easy to understand biological regulation hypotheses.
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8 Appendix 1: Preprocessing the Data

8.1 Microarray data

Gene expression measurements using cDNA microarrays do not provide absolute mRNA levels in
a single condition of interest, but only relative mRNA levels in pairs of conditions. Hence, an
experiment gives for each gene the ratios of its mRNA levels in a test and reference conditions. In
order to use such data in our analysis, we first have to transform experiments into absolute mRNA
levels in single conditions and then use them to evaluate model discrepancy. This can be easily done
if all experiments are using a common reference condition. In this simple case, we may directly use
the relative measurements as the observed states in the test condition, due to the fact that all relative
measurements are comparable.

In practice, not all experiments use the same reference condition. To handle this case we define
the experiments graph, a directed multigraph in which vertices represent conditions and arcs represent
experiments. For each experiment, we add an arc from the reference to the test condition vertex.
Note that condition vertices can be reused. Let [(v, 1, j) be the logarithm of the ratio of gene v’s levels
in condition i and condition j. For gene v, the weight of arc (i, j) is precisely (v, 1, ), as obtained
from the microarray in the experiment with test condition j and reference condition i. We wish to
compute a normalized log hybridization level (we will refer to it as level) for each mRNA variable
in each condition. Assume first that the graph is connected. The idea is to fix one vertex in the
graph as a common reference and compute the levels of all other conditions relative to it. We then
discretize the levels to generate the observed states of each condition.

Our normalization procedure works as follows: First, using prior biological knowledge we fix the
levels of the mRNA variables in one condition (the source condition). Second, we use a breadth-first
search algorithm on the underlying undirected experiment graph in order to handle condition vertices
by an ascending distance from the source condition. When reaching a condition ¢, there must be
at least one neighbor whose levels are already determined. We compute the level of each mRNA
variable v in the condition ¢ as follows: The contribution of an incoming neighbor j is defined as
l(v,7) + U(v, j,i) where [(v,j) is the level of variable v in condition j. For an outgoing neighbor j,
the contribution is defined as l(v, j) — l(v, j, 7). We compute the level of v at condition i by averaging
the contributions of all determined neighbors. In case more than one connected component exists,
we must fix a common reference in each component and ensure their levels are comparable. Note
that if we have absolute measurements on more than one condition in a connected component of the
experiment graph, the algorithm can be adapted to take this information into account.

In order to calculate the observed states for datasets (a)-(d) (Section 6.2), we created the experi-
ment graph shown in Figure 5. We used growth of a wild-type strain in standard conditions and YPD
medium as our source condition, and fixed its levels to 1 for all genes. We assigned the computed
levels in the range (—00,0),[0,2) and [2,00) to the observed states 0,1 and 2, respectively.

8.2 Protein data

The observed states of proteins in minimal media were obtained by discretizing the concentration
levels reported by [19]. We assigned the values in the range [0,0.5],(0.5,1.5], and (1.5,00) to the
observed states 0,1 and 2 respectively.
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Figure 5: Experiments graph. The conditions and experiments used in our analysis. Ovals
represent groups of conditions vertices, shown together to simplify graphical representation (the
number of conditions represented by each oval is shown in parentheses). Arcs represent differential
gene expression experiments and are annotated by their respective publication code: a,b:[10]. c:[5].
d:[19]. wt: wild type in standard conditions and YPD medium.

8.3 Phenotype Data

The observed states of the growth phenotypes were obtained by discretizing the sensitivity scores
reported in [4]. Giaever et al. (2002) computed for each strain and environmental condition a
sensitivity score, and assigned the sensitivity scores in each generation time a cutoff of significance.
Following these cutoffs, we discretized the sensitivity scores in the range [0,10],(10,20], and (20,00)
to observed states 0,1, and 2, respectively for 5 generation phenotypes, and [0,20],(20,100],(100,00)
for 15 generation phenotypes. The growth phenotype was associated with the level of the internal
lysine variable in the model.

9 Appendix 2

Proposition 7 The function optimization problem is NP hard.

Proof: The decision version of the problem is to determine if there is a function g with 3=, D(M (g, v), €*)

< L. We shall reduce 3SAT to it. The idea is to encode a truth assignment of n variables using a
function on [logn| regulators, where each assignment of regulators values encodes one variable and
the regulatee value represents the truth value for that variable. For each clause we will add a model
variable and a condition, such that the model discrepancy will be zero iff the function encoding the
truth assignment will set at least one of the clause literals to its required truth value. For an example
of the construction see Figure 6.

We now describe the construction formally. We are given an instance of 3SAT with a set of
m clauses C1, ..., C,,, involving the variables x1,...,z,. Define first some auxiliary variables: For
the j-th literal of clause i, we let a;; equal the index of the variable, and we set b;; = 0 if that
variable is negated and b;; = 1 otherwise. In our example (Figure 6), Cy = —x; V —xp V 23 and
A9y = 176121 = 2,&22 = 3, bgo = O, b21 = 0, bgg =1.

We are now ready to construct the model M. All states are Boolean. The model variables include
a) a set of d, = [log, n] variable pairs r;, r; that constitute a variable encoding gadget. b) a variable ¢;
for each clause C; and ¢) a truth assignment variable v, to which we will apply function optimization.
The variable encoding gadget is built so that each combination of states of its variables corresponds
to one of the SAT variables. We introduce a positive feedback loop between r; and 7. so that in each
mode both can have either 0 or 1 state. The regulation function of each clause variable ¢; encodes
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Figure 6: Construction of a reduction model. Top: two variable encoding gadgets. Bottom:
Three clause variables. Middle: The truth assignment variable whose function is optimized.

the logic of that clause. We let N(¢;) = (r1,...,74,,v) and set f., to zero in all but three particular
regulators states, corresponding to each of the clause literals, in which the regulatee value is set to
1. The positive regulators state for the j’'th clause is determined by the binary representation of a;;
in the variable encoding gadget and by requiring v to attain the corresponding b;; value. In other
words, f., is true only when the variable encoding gadget encodes one of the variables in C; and v
has a value which is compatible with that variable sign in C;. v’s regulators are all the r;’s. To finish
the construction, we must specify the set of conditions E. It consists of one condition e’ per clause
C;, in which ¢; is observed as 1 and all other variables are hidden. Finally, set L = 0.

We claim that there is a function g s.t. >°; D(M(g,v), ") = 0 iff the given instance of 3SAT is sat-
isfiable. We map between truth assignments 7 = {¢,} and functions ¢g” by setting g7 (z1,...,24,) = t;
where j is the integer with binary encoding x1,...,x4,. We will prove that all clauses are satisfied
by T iff >, D(M(g",v),¢e") = 0.

Let T be a truth assignment that satisfies the 3SAT instance. Then in each clause C; there is
a variable a;; with sign b;; that is true. Consider the encoding of the index a;; in the variables
r1,...,7q,. By the definition of g7, the state of v equals ta;;, and hence by construction f., will equal
one, giving zero discrepancy for the condition 7. Hence the overall discrepancy is zero.

Suppose conversely that the total discrepancy is zero for the function g, and consider the truth
assignment 7. As the discrepancy for experiment e’ is zero, there is an index a;; whose encoding
along with b;; correspond to a value 1 of f,,. Hence, clause C; is satisfied. m
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ABSTRACT

Biological systems are traditionally studied by focusing on a specific subsystem, building
an intuitive model for it, and refining the model using results from carefully designed ex-
periments. Modern experimental techniques provide massive data on the global behavior of
biological systems, and systematically using these large datasets for refining existing knowl-
edge is a major challenge. Here we introduce an extended computational framework that
combines formalization of existing qualitative models, probabilistic modeling, and integra-
tion of high-throughput experimental data. Using our methods, it is possible to interpret
genomewide measurements in the context of prior knowledge on the system, to assign statis-
tical meaning to the accuracy of such knowledge, and to learn refined models with improved
fit to the experiments. Our model is represented as a probabilistic factor graph, and the
framework accommodates partial measurements of diverse biological elements. We study
the performance of several probabilistic inference algorithms and show that hidden model
variables can be reliably inferred even in the presence of feedback loops and complex logic.
We show how to refine prior knowledge on combinatorial regulatory relations using hy-
pothesis testing and derive p-values for learned model features. We test our methodology
and algorithms on a simulated model and on two real yeast models. In particular, we use
our method to explore uncharacterized relations among regulators in the yeast response to
hyper-osmotic shock and in the yeast lysine biosynthesis system. Our integrative approach
to the analysis of biological regulation is demonstrated to synergistically combine qualitative
and quantitative evidence into concrete biological predictions.

Key words: biological systems, probabilistic modeling, high throughput data.

1. INTRODUCTION

THE INTEGRATION OF BIOLOGICAL KNOWLEDGE, high throughput data, and computer algorithms into a
coherent methodology that generates reliable and testable predictions is one of the major challenges
in today’s biology. The study of biological systems is carried out by characterizing mechanisms of biolog-
ical regulation at all levels, using a wide variety of experimental techniques. Biologists are continuously
refining models for the systems under study, but rarely formalize them mathematically. High-throughput
techniques have revolutionized the way by which biological systems are explored by generating massive

School of Computer Science, Tel-Aviv University, Tel-Aviv 69978, Israel.

165



166 GAT-VIKS ET AL.

amounts of information on the genomewide behavior of the system. Genomewide datasets are subject to
extensive computational analysis, but their integration into existing biological models is currently done al-
most exclusively manually. To rigorously integrate biological knowledge and high-throughput experiments,
one must develop computational methodologies that accommodate information from a broad variety of
sources and forms and handle highly complex systems and extensive datasets.

Recent studies on computational models for biological networks have attempted de novo reconstruction
of a network on genes (e.g., Friedman et al. [2000]), used prior knowledge on network topology (e.g.,
Hartemink et al. [2002] and Imoto et al. [2004]), or combined transcription factor location and sequence
data to learn a clustered model for the genomewide behavior of the system (Bar-Joseph et al., 2003; Segal
et al., 2003; Beer and Tavazoie, 2004). Other studies built detailed models manually, utilizing existing
biological knowledge (Chen et al., 2000; Covert et al., 2004) but lacked computational methods for model
reassessment in light of additional evidence.

In this study, we describe a new mathematical framework for representing biological knowledge and
integrating it with experimental data. Our methodology allows biologists to formalize their knowledge on
a system as a coherent model and then to use that model as the basis for computational analysis that
predicts the system’s behavior in various conditions. Most importantly, our framework allows the learning
of a refined model with improved fit to the experimental data.

In previous works (Tanay and Shamir, 2001; Gat-Viks et al., 2004), we have introduced the notions
of model refinement and expansion and studied it when applied to discrete deterministic models. Here
we study these problems in the more general settings of probabilistic models. The probabilistic approach
allows us to model uncertainty in prior biological knowledge and to distinguish between regulatory relations
that are known at a high level of certainty and those that are more speculative. The probabilistic model
also allows us to mix noisy continuous measurements with discrete regulatory logic. Our model expresses
diverse biological entities (e.g., mMRNAs, proteins, metabolites) and biological relations (e.g., transcription
and translation regulation, posttranslational modifications). We formalize our model as a probabilistic factor
graph (Kschischang et al., 2001), accommodating undelayed feedback loops which are essential in many
biological systems.

Having established our methodology for probabilistic modeling, we develop algorithms for inferring the
system’s state given partial data. For example, we can infer the activity of proteins given gene expression
data. We use inference algorithms as the basis for learning refined regulatory functions. We develop a
formulation of the learning problem in our network model, which is based on deterministic hypothesis
testing. Our approach to the learning of regulatory models uses regulatory features with clear biological
meaning and allows the derivation of p-values for learned model features.

We tested the performance of our algorithms on simulated models and on two complex pathways in
S cerevisiae: the regulation of lysine biosynthesis and the response to osmotic stress. In both cases, our
models successfully integrate prior knowledge and high throughput data and demonstrate improved per-
formance compared to extant methods. In particular, our results suggest a novel model for regulation of
genes coding for components of the HOG signaling pathway and robustly learn logical relations among
central transcription factors downstream of the Hog1 kinase. Our results show that integration of prior bio-
logical knowledge with high-throughput data is a key step toward making computational network analysis
a practical part of the toolbox of the molecular biologist.

The paper is organized as follows: In Section 2 we introduce our mathematical formulation for prior
biological knowledge and experimental data. In Section 3, we show how to infer the state of hidden vari-
ables. Sections 4 and 5 present our learning methodologies: Section 4 focuses on our discretization scheme
and how we propose to learn it. Section 5 presents our mathematical formulation for learning regulation
functions and describes a way to assign statistical meaning to the learned functions. Section 6 presents our
results on the lysine and HOG pathways. In Section 7, we discuss the advantages and limitations of our
approach and outline future research directions.

A preliminary version of this study appeared in the proceedings of RECOMB 2005 (Gat-Viks et al., 2005).

2. MODELING PRIOR KNOWLEDGE AND EXPERIMENTAL OBSERVATIONS

In this section, we present our probabilistic model for a biological regulatory network. We start by
defining model variables and formulating prior knowledge on the relations among them. We then incorporate
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experimental evidence into the model and show how to combine prior knowledge and experiments into
one integrated probability distribution.

2.1. Variables, topology and logic

The biological entities in the system under study are formulated as variables representing, e.g., mRNASs,
proteins, metabolites, and various stimulators. We assume that at a given condition, each of the entities
attain a logical state, represented by an integer value of limited cardinality. We wish to study regulatory
relations (or regulation functions) among variables. Such relations, for example, determine the level of an
mRNA variable as a function of the levels of a set of transcription factor protein variables, or the level of
a metabolite variable given the levels of other metabolites and of structural enzymes.

In most studied biological systems, substantial prior knowledge on regulatory relations has accumulated.
Such knowledge includes direct regulatory interactions, qualitative functional roles (activator/repressor),
combinatorial switches, feedback loops, and more. Typically, that information is incomplete and of variable
certainty. In order to optimally exploit it, we must model both the relations and their level of certainty. We
do this by introducing a distribution on the regulation functions for each variable. This distribution may
assign high probability to a single regulation function if our prior knowledge is very strong. At the other
extreme, lack of information is modeled by uniform distribution over all possible regulation functions.

We formalize these notions as follows (see Fig. 1A). Let X = {X4, ..., X,,} be a collection of biological
variables. Let S = {0, 1, ..., k — 1} be the set of logical states that each variable may attain. A model state
s is an assignment of states to all the variables in X. Each variable X; is regulated by a set of its regulator
(or parent) variables Pa; = {Pa; 1, ..., Pa; 4} € X. When addressing a particular regulation relation, the
regulated variable is also called the regulatee. Lower case letters will indicate state assignments of the
corresponding upper case variables. For example, given a model state s, x; is the state of X;, pa] is the
assignment of the set Pa;. The regulatory dependency graph is a digraph Gr = (X, A) representing direct
dependencies, i.e., (X,, X,) € A iff X, € Pa, (Gg is sometimes called the wiring diagram on the
topology of the model). The graph can contain cycles. The regulation function prior for a variable X; is
formulated as our belief that the variable attains a certain state given an assignment to its parents Pa;. It
is represented by the conditional probabilities 6

0" (X;, Pa;) = Pr(X;|Pa) (1)

2.2. From measurements to logical states

In practice, biological experiments provide noisy observations on a subset of the variables in the system.
The observations are continuous, and we do not know in advance how to translate them into logical states.
We thus introduce a set of real-valued sensor variables Y1, ..., Y, and discretizer distributions v (X;, ¥;)
that specify the joint distribution of a discrete logical state of X; and the continuous observation on Y;.
In this work, we shall use mixtures of Gaussian (Fig. 1B) to model v, but other formulations are also
possible. Note that we chose to formulate the relations between the logical and sensor variables as joint
rather than as conditional probabilities P (Y;|X;).

In addition to providing partial observations on model variables, experiments are performed in a specific
environment and may possibly perturb some of the regulation functions in the system (for example, by
knocking out or overexpressing some genes). We model these by fixing the values of logical variables that
correspond to the environment and by changing the regulation function priors (the 6 factors) to reflect the
perturbations.

2.3. The factor graph network model
Our model is defined by a joint distribution over a set of logical (X) and sensor (Y) variables. The
distribution is constructed as the product of the factors 6, v/, such that

1 , )
Pru(X. ) = — []0'(Xi, Payy' (Xi. ¥i) (2)

where Z is a normalization constant.
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FIG. 1. An overview of the factor graph network model. (A) Knowledge on the logical regulation functions is
formalized as conditional probabilities. (B) Continuous measurements and logical states are linked by joint discretizer
distributions. (C) A possibly cyclic network structure G g (top) is transformed into a factor graph (bottom), using the
regulation function priors and the discretizers® distributions. (D) Given an experiment in which gene X3 is knocked
ou;, thg model is modified accordingly by fixing the state of X3 to zero and eliminating the corresponding factors
®°, W2,

We can represent our joint distribution using a probabilistic factor graph (Kschischang et al., 2001) which
explicitly expresses the structure of the joint distribution?s factorization. Factor graphs are widely used
probabilistic graphical models that were originally applied to coding/decoding problems (for a different
application of factor graphs in computational biology, see Yeang et al. [2004]). A factor graph is a
bipartite graph associating variable nodes (in one side of the graph) with factor nodes (in the other side
of the graph). We add an edge between a variable x and a factor f; if the scope of f; contains x. In
our case (Fig. 1C), the factor graph has a variable node for each logical and sensor variable (X, Y) and
a factor node for each function 6/, ¥. A modified factor graph representation, matching a perturbation
experiment, is shown in Fig. 1D. We call this formulation a factor graph network (FGN) model. Note
that our formulation is undirected although part of our model (the sensor variables) represent conditional
probabilities. Although it is in principle possible to use hybrid models (e.g., chain graphs Buntine [1995])
and maintain the directionality information in the model, for our purpose here, the undirected formulation
suffices.

When the dependency graph G is acyclic, our FGN model is equivalent to a Bayesian network on
the variables X; and Y;, constructed using the edges of Gz and additional edges from each X; to the
corresponding Y;. This can be easily seen from (2) by noting that in the acyclic case Z = 1 (the proof is as
in Bayesian networks theory, e.g., Pearl [1988]). When the model contains loops, the situation gets more



A PROBABILISTIC METHODOLOGY FOR BIOLOGICAL NETWORKS 169

complicated. For example, we note that according to the FGN model, Pr,,(X;|Pa;) does not necessarily
equal the original beliefs 6(X;, Pa;).

We note that the semantics of the prior 6% distributions is different than that used in previous works
(e.g., Friedman et al. [2000]), where they served as conditional probabilities on the values of the variables
in a probabilistic setting. Instead, we assume that the true model deterministically determines X; given
its parents, but we are not sure which deterministic rule applies, and therefore what value X; will attain.
Regulation functions approximate an underlying biochemical reaction whose exact parameters are usually
not known. The regulatory process is stochastic at the single cell level, but the parameters of the reaction
equations governing it are deterministic. When we observe a large ensemble of cells in a high-throughput
experiment, we average millions of stochastic processes and in theory should obtain an almost deterministic
outcome or a superposition of several deterministic modes. Such deterministic outcome is obscured by
significant experimental noise, so a practical modeling approach may assume uncertainties on deterministic
logic and noisy observations. In the future, given measurements at the single cell level, the 6 distributions
may be applicable to describe the inherent stochasticity of some biological switches.

3. INFERENCE

In this section, we discuss the inference problem in the FGN model. Each experiment provides partial
information on the value of model variables. Typically, a subset of the sensor real-valued variables are ob-
served in each experiment (for example, mRNA variables are determined in a gene expression experiment),
and the model is modified according to some perturbations at the appropriate condition (compare Fig. 1D).
The inference problem seeks the computation of the distribution of hidden (unmeasured) variables given
the experimental data and the model.

There are two types of inference problems we shall deal with. The first problem (marginal inference)
is to compute posterior distributions for a single hidden variable. For example, given a gene expression
profile D (specifying observations on all mMRNA sensor variables), we may wish to compute the marginal
P(X;|D) of a protein variable or a certain metabolite. The second problem is to compute the likelihood
P (D) of the observed data D. Inference in graphical models is an NP-hard problem (Cooper, 1990) that
was extensively studied. We explored the effects of our model’s specific characteristics on the performance
of three inference algorithms. Specifically, we implemented a Gibbs sampler, the loopy belief propagation
algorithm, and a structure-based instantiation inference algorithm.

The Gibbs sampler is a naive MCMC algorithm (MacKay, 1998) that performs a random walk over the
space of model states, based on sampling from local distributions. To perform Gibbs sampling, we convert
the FGN model to the equivalent Bayesian network as described by Yedidia et al. (2004). In our model,
sampling is done only for the logical variables (unobserved sensors do not affect marginal posteriors of
the logical variables, since they are integrated to 1).

The loopy belief propagation (LBP) algorithm belongs to a popular class of algorithms (Yedidia et al.,
2004) which approximate the posterior distribution assuming certain decomposition over independent vari-
ables or clusters of variables. Algorithms from this class include LBP, mean field, and their generalizations.
The LBP algorithm for the FGN model (implemented as described by Yedidia et al. [2004]) is a message-
passing procedure that is guaranteed to reach an exact solution for acyclic models and was reported to
perform well in some cases of cyclic models.

We also developed an instantiation-based inference algorithm that exploits the known dependency struc-
ture of the model and builds on ideas from the deterministic network model (Gat-Viks et al., 2004). Briefly,
recall that a deterministic (possibly loopy) network model is defined by a set of deterministic regulation
functions (one for each variable) and that such a network may attain a limited number of steady states
(or modes) in which the value of each variable is correctly determined by its regulation function and the
values of its regulators. Also recall that in an acyclic model (or in a loopy model in which the values of
the variables in a feedback set are fixed), the mode is uniquely determined (if one exists). We can therefore
search for modes in a deterministic network by analyzing the underlying topology, identifying a feedback
set, and enumerating over all value assignments for it. The modes instantiation (MI) algorithm first builds
a deterministic network model by taking, for each variable, the maximum likelihood regulation function
(using the prior 6 and breaking ties arbitrarily). It then identifies a feedback set in Gz and computes
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the appropriate set of modes. The algorithm next computes the likelihoods of each mode in the original
probabilistic model, possibly optimizing it using a greedy algorithm. The results of this procedure are a set
of model states with locally optimal likelihoods. For models that are close to being deterministic in many
of the variables, such set of modes may represent a significant chunk of the total likelihood of the model
given the data. The algorithm therefore approximates the posterior distribution as a mixture of modes,
weighted by their likelihoods. Since the number of modes may be small in practice, the algorithm adds to
the set of locally optimal states an additional small set of states derived using the Gibbs sampler, generating
a more smooth approximation for the posterior. The MI algorithm constructs a tractable estimation of the
joint posterior which can be used both for computation of marginal posteriors and for estimation of the
full probability P (D). There are no guarantees for the quality of this approximation, but our empirical
studies suggest that the algorithm works well in practice, probably due to the nature of models we use
(strong priors on many of the regulation functions).

We tested the three inference algorithms on a simulated model (see Fig. 2). We constructed simulated
FGN maodels by starting from a deterministic model and randomizing it. We use a prior strength parameter o
to construct 6 functions that assign probability « for the anticipated deterministic function outcome and i‘T‘i‘
to other values. For a detailed description of the simulation, see our website www.cs.tau.ac.il/~rshamir/fgn/.
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FIG. 2. Performance of different inference algorithms on a simulated model. Performance is measured by the
correlation of the inferred and the exact posterior distribution. (A) The dependency graph Gz of the simulated model.
(B) Effect of prior strength on inference accuracy. Y axis: the correlation of the inferred and exact marginal posteriors.
X axis: prior strength («). For strong priors, LBP and MI give a good approximation for the posterior, while the
accuracy of the Gibbs sampler is low. As priors get weaker, the performance of MI deteriorates, indicating that the
mixture of deterministic states is a poor approximation for the posterior in these cases. (C, D, E) Detailed correlation
of inferred and exact marginal posteriors for « = 0.7 (top) and « = 0.97 (bottom). (F, G) Detailed correlation of
inferred and exact joint posteriors for « = 0.7 (top) and « = 0.97 (bottom). We see that MI outperforms LBP when
comparing the joint posteriors.
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We explored the behavior of the different algorithms as a function of the prior strength « using the correct
posterior as the reference. Models with « near 1 represent very good knowledge on the system under study.
Models with « near % represent complete lack of knowledge. We first tested the accuracy of inferring
marginal posteriors. Figures 2B,C,D,E indicate that for estimating marginal posteriors, LBP outperforms
the other two algorithms (and also the mean field algorithm and a simple clustered variational algorithm
[Jaakkola, 2001], data not shown). When the prior is strong, MI provides comparable accuracy. We also
wished to test the quality of inferring joint posterior distributions. Joint posteriors cannot be computed
directly from LBP, and thus are estimated by multiplying marginal posteriors (assuming independence
among the variables). For the MI algorithm, we applied the approximation of the posterior distribution
using a mixture of locally optimal states. The results (Figs. 2F,G) confirm that for models with loops
and strong prior knowledge, the approximation using the MI algorithm performs better, exemplifying the
limitations of the posterior independence assumptions. Overall, we prefer using LBP to infer marginal
posteriors and MI to approximate the joint posterior distribution.

4. LEARNING DISCRETIZERS

Adequate transformation of continuous measurements into logical states (i.e., discretization) is essential
for the combined analysis of experimental data and a model representing extant biological knowledge.
There are several alternative approaches to discretization. In most previous works on discrete models (e.g.,
Friedman et al. [2000] and Gat-Viks et al. [2004]), discretization was done as a preprocess, using some
heuristic rule to map real-valued measurements into discrete states. In this approach, the rule must be
determined and tuned rather arbitrarily, and typically all variables are discretized using the same rule.
Here we propose a different approach to discretization. As in the FGN model the discretization is an
integral part of the model, the dependencies between the discretization schemes and regulation function
priors are fully accounted for. It is thus possible to (a) define different discretization scheme for different
variables and (b) apply standard learning algorithms to optimize the discretization functions used. Given
a logical function prior and experimental evidence D, we learn the discretization functions ¥ using an
EM algorithm. We initialize all v using any heuristic discretization scheme. In each EM iteration, we
infer the posterior distributions for each of the variables X; in each of the conditions and then reesti-
mate the ¥’ mixtures using these posteriors, by computing the Gaussians sufficient statistics E(Y;|X; =
j. D), V(Y;|X; = j, D). The new v distributions are used in the next iteration, and the algorithm continues
until convergence.

The FGN model thus provides a very flexible discretization scheme. In practice, this flexibility may lead
to overfitting and may decrease learnability. One can control such undesired effects by using the same or
few discretization schemes on all variables. As we shall see below, on real biological data, variable specific
discretization outperforms global discretization using a single scheme and is clearly more accurate than
the standard preprocessing approach.

5. LEARNING REGULATION FUNCTIONS

Given an FGN model and experimental evidence, we wish to determine the optimal regulation function
for each variable and provide statistical quantification of its robustness. We assume the parameters of the
logical factors in the FGN model represent our prior beliefs on the logical relations between variables
and attempt to learn by confirming beliefs, deciding whether a certain regulator assignment gives rise to a
certain deterministic regulatee assignment.

5.1. Formulating the learning problem

We focus on the regulation of some variable X; and attempt to learn a single deterministic feature in the
model: the value of X; given a fixed parents value assignment pa;. Define i ; as the FGN model derived
from M by setting 6(j, pa;) = 1and 6(;', pa]) =0 for j* # j and keeping all other model parameters at
their original values. We define the learning problem in our model as selecting the maximum likelihood 4.



172 GAT-VIKS ET AL.

To that end, we shall have to compute the likelihood of the data given each of the £ s, a difficult problem
when we have hidden variables even on an acyclic model.

The likelihood of the data, given a model, is approximated by the inference algorithms described above.
Recall that we can approximate the full probability using a small number of high-probability modes (using,
e.g., the Ml algorithm). While this may be a crude approximation, our empirical analysis shows that it is
still adequate (see below). Importantly, the likelihood of each 4 ; takes into account all our prior knowledge
on regulation functions and experimental observations.

We note that our approach can be viewed as standard Bayesian learning, using a prior that assumes that
the only possible regulation functions are the deterministic ones. We have chosen to represent the learning
process as selection of the maximum likelihood discrete hypothesis for two reasons: First, this sharp prior
helps us define the semantic of the features that we learn (e.g., activation/repression). Second, it allows
standard statistical tools (e.g., likelihood ratio testing) to be applied, so that p-values of learned regulation
rules can be derived. In the future, when single cell measurements are available, and when models that
explicitly express the stochasticity of regulatory switches are developed, other types of priors may be more
appropriate.

5.2. Satistical evaluation

To assign statistical meaning to the learning procedure, we use two methods: bootstrap and likelihood
ratio testing. In the bootstrap method, we repeatedly select random subsets of conditions from the original
data D and for each one perform the learning procedure. We count the number of times each #; was
selected as the maximum likelihood model and define the feature robustness as the fraction of times it
was selected. Bootstrap is in widespread use in cases where sampling from the background distribution
is impossible or very difficult. In our case, approximated sampling from Pr(D|#;) is possible given our
representation of the posterior landscape as a mixture of modes. We can thus try to directly perform a
likelihood ratio test and derive p-values for the learned features.

In a likelihood ratio test, we test the null hypothesis Hp against the alternative hypothesis Hj. The

o . . Pr(DIh; . . .
test statistic is the ratio A = msz;;c;iO:oHI%r(glhi> ) We decide to reject the null hypothesis (and accept Hi)

if an observed ratio A" is too high and assign this decision a significance level by computing a p-value
pr(A > M| Hp). Therefore, the distribution of A given Hy must be estimated.

In our case, we fix j and define Hy : hj, Hy : Ugxjhi. To estimate the distribution p(A|Hp), we generate
samples from the distribution Pr(D|Hp), compute the corresponding As, and reconstruct the A distribution.
The main problem is therefore the sampling of datasets D. When sampling, we take into account the
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FIG. 3. Accuracy of learning regulation functions. Each figure is a ROC curve (X axis: false positives rate, Y axis: true
positives rate) for learning the functions in a simulated model using bootstrap and likelihood ratio test for determining
the significance of learned features. LR-test (bootstrap) curves were obtained by varying the p-value (robustness)
between 0 and 1 and for each value, averaging over the true positive rates for all variables in the model. Results
are shown for learning from 15 (A) and 80 (B) conditions and represent the average across all model variables. The
accuracy of the likelihood ratio test method is consistently higher.
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model Hp that was modified according to the perturbations in each of the experiments (Fig. 1D). We do
this as follows: for each of the conditions in the original dataset, we form the modified model according
to the experiment. We then apply the MI algorithm to the modified model, without any observation on Y
variables, and compute the set of posterior modes for the X variables. These modes represent logical model
states that are probable given the experimental conditions. We then generate a sample by (a) selecting a
mode from the set of posterior modes, weighted by their likelihood, and (b) generating observations on Y
variables using the model discretizer distributions 1. Our procedure therefore generates a random sample
of conditions for a true Hy model in which the corresponding experimental perturbations were performed.

We analyzed the performance of the bootstrap and likelihood ratio test methods by learning features in
our simulated model (see Figure 2A and our website www.cs.tau.ac.il/~rshamir/fgn/ for details). Figure 3
shows ROC curves for learning in the simulated model using 15 and 80 conditions. We see consistently
better accuracy when using the likelihood ratio tests, probably due to better resolution of features that are
nearly ambiguous given the data. While bootstrap has the advantage of not assuming an approximation
to the full probability of the data, the likelihood ratio test is more accurate when the posterior can be
reasonably approximated.

6. RESULTS ON BIOLOGICAL DATA

In order to test the applicability of our methods to real biological systems, we constructed models of two
important yeast pathways, the Hogl MAPK pathway, which mediates the yeast response to hyperosmotic
stress, and the lysine intake and biosynthesis pathway. For each of the models, we performed an extensive
literature survey in order to construct the initial model of the system (for the lysine system, our previously
developed deterministic model [Gat-Viks et al. [2004] was the main source). We collected published
experimental data on each of the models.

The HOG model is an acyclic model with 50 variables (outlined in Fig. 4). The lysine biosynthesis
model contains 140 variables, 28 of which are involved directly in feedback loops or in the biosynthesis
regulation. Figure 5 illustrates only this part of the model. The full topology of the model appears in
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MAPK
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regulators

FIG. 4. Topology of the HOG model. The mRNA variable names are capitalized; protein variable names appear with
initial capital letters. Turgor and stress are stimulator variables; cytHog1: cytoplasmic Hogl; nuHogl: nuclear hogl.
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FIG. 5. Partial topology of the lysine biosynthesis model. The mRNA variable names are capitalized; protein variable
names appear with initial capital letters. Metabolites are shown as unoutlined ovals. Amino acids and nitrogen transport
modeling (110 variables) and translation machinery (10 variables) are not shown.
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Learning discretization distributions. Cross validation results for alternative methods for estimating the dis-
cretization functions ¥/ in the HOG (A, B) and lysine model (C, D). Glob EM: optimized single common discretization
function. Var EM: optimized variable specific discretization. (A, C) Cumulative distribution of log likelihood (II) ratios
comparing each of the two discretization methods to the global predefined discretization scheme. (B, D) Average Il
ratios for the two methods. Bars indicate the predicted standard deviation of the averages.
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Gat-Viks et al. (2004). The complete description of the models, including the regulation functions, can be
found at our website.

We collected published experimental data on each of the models. The data consisted of 129 conditions
for the HOG model (O’Rourke and Herskowitz, 2004), and 23 conditions (cf. Gat-Viks et al. [2004])
for the lysine model. Differential measurements from cDNA microarrays were transformed into absolute
values as described by Gat-Viks et al. (2004). In both models, we used three-valued logical variables, with
values 0,1,2 corresponding to low, intermediate, and high levels. We used prior strength « = 0.9 for all
regulation functions in both models.

6.1. Learning discretization

The FGN model couples continuous measurements and discrete states via the discretizer distributions /.
We tested our ability to learn the functions v by performing cross validation using gene expression data
for the HOG and lysine models.

We used cross validation to compare three alternatives: (A) a single common predefined mixture of
Gaussians, (B) using the EM algorithm described in Section 4 to learn a single common maximum
likelihood v distribution, and (C) applying an unconstrained EM to learn variable specific v'-s.

Cross validation was done as follows. For each condition, we used one of the above methods to learn
the  distributions, using all data excluding that condition. We then iterated over all the model’s variables.
For each variable v, we hid its observation in the omitted condition and inferred its posterior distribution
using the trained v’s. Finally, we computed the likelihood of v’s observation given the posterior.

Figure 6 shows the results of the cross validation on the HOG and lysine models. We present the distri-
bution and the average log likelihood ratio of each of the methods B and C to the predefined discretization
(method A). This comparison allows us to view the results in terms of the generalization capabilities of
the optimized discretizers: negative log likelihood ratios represent cases where the refined discretization
resulted in overfitting. Positive log likelihood ratios represent successful generalizations. We conclude that
in both models, incorporating the variable specific discretization into the model improves performance for
about 80% of the cases and also improves the average log likelihood ratio. In both cases, variable specific
discretization outperforms the optimized single common discretization scheme. Interestingly, in the case
of the lysine model, the common discretization scheme performs worse than the predefined discretization,
as indicated by its negative average log likelihood ratio (Figure 6D).

6.2. Biological analysis of the HOG model

The response of yeast to hyperosmotic stress is mediated through two parallel MAPK upstream signaling
branches, the multitarget MAP kinase Hogl and an array of transcription factors that coordinate a complex
process of adaptation by transient growth repression and modifications to glycerol metabolism, membrane
structure, and more (Hohmann, 2002). Two key regulators in this response are regulated also by the
general stress response pathway. We have constructed an FGN model that represents known regulatory
relations in the HOG system (Fig. 4) and used it to study the transcriptional program following treatment
by variable levels of KCI (O’Rourke and Herskowitz, 2004). The data we used contained observations of
all the mRNA variables in the model and assignments of fixed values for the logical variables describing
experimental conditions (general stress and turgor pressure). To test the prediction accuracy of the prior
model, we applied the LBP inference algorithm to estimate the marginal posteriors of all logical variables.
We summarize the model predictions in the discrepancy matrix shown in Fig. 7. The discrepancy matrix
shows the correspondence between model predictions and experimental observations for each single variable
under each condition. Essentially, the discrepancy matrix is the result of a leave-one-out cross validation
procedure. To generate it, we examine each sensor variable Y; in each condition. We infer the marginal
posterior distribution of Y; given the observations on all other variables (except Y;) and compute the
expected value and the probability of Y; observation. We present the difference between the expected
values and the observations in a color-coded matrix.

The discrepancy matrix reveals several important discrepancies between the current model for osmo-
regulation and the microarray experiments we analyzed. We discuss here briefly two major trends. The
first trend affects a group of genes coding for proteins participating in the MAPK signaling cascade
(SXK1, SHO1, STE20, PBS2, CDC42, HOG1, and more). These genes are repressed during the peak of
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FIG. 7. Discrepancy matrix for the HOG model on data from O’Rourke et al. Rows correspond to mRNA variables
and columns to experimental conditions from O’Rourke and Herskowitz (2004). Top bars indicate conditions in variable
levels of osmotic shock. Bottom colored bars indicate groups of experiments with the same wild type or knockouts
at different time points. In treatments of 0.0625 M, 0.125 M and 0.25 M KCL, each group is spanning five time
points over 15, 30, and 40 minutes, respectively. In 0.5 M and 1 M, short (long) bars indicate 5 (10) experiments over
40-180 minutes. Dark cells indicate observations that are lower or higher than the expected prediction. Color intensity
is proportional to minus the log likelihood of the observation.

the osmo-regulation program (10-30 minutes after treatment with 0.5 M KCI, around 60 minutes in the
1 M KClI treatment). This repression is not reported in the current literature. We hypothesize that as part of
the adaptation to high levels of osmotic pressure, yeasts may reduce the sensitivity of the Hogl signaling
cascade, by slowing down the production of some central components in it.

A second group of discrepancies involves genes that are targets of the Hogl downstream transcription
factors. These genes include Skol, Hotl, and Msnl (Proft and Serrano, 1999; Rep et al., 1999; Rep et al.,
2000) (Fig. 4). In many cases, the literature does not specify the logical relations among the regulators
and each of their regulatees, and this lack of knowledge is manifested as discrepancies.

We used our model learning machinery to refine the regulatory logic for several model variables that
are known to be affected by Hogl-downstream regulators. Figure 8 shows examples of logical relations
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FIG. 8. Learning in the HOG model. Examples of model features learned by the FGN methodology. We show
logical relations that were learned with significant p-values. Each graph depicts the regulation of one regulatee given
the particular states of its regulators. Variable states are indicated by node colors: white—0, light gray—1, dark
gray—2.
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learned. First, we were able to learn the known repressive role of Skol in the regulation of GRE2 and
ENAL (Proft and Serrano, 1999). We learned three model features that associated high levels of the mRNA
variables of these two genes with low state of the inferred Skol regulator state, and vice versa. The
expression of the SKO1 gene during osmotic stress is static, and the correct regulation function could
only be learned given the inferred Skol protein activities. These inferred activities take into account, in
addition to the mRNA measurements, the entire model and its regulatory functions. We also learned the
regulation of STL1. That regulation is reported to be completely dependent on Hotl and Msnl (Rep et al.,
2000), but the literature does not clarify the logical relations among them. Our results show that although
these two regulators have a positive effect on STL1 expression, the gene can be induced even when both
regulators lack any activity. We can thus hypothesize that a third factor is involved in STL1 regulation.
A third, more complex regulation function associates the Hogl specific regulators Hotl, Msnl and the
general stress factor Msn2/4 into a single program controlling several genes. Our model contains only four
representatives of a larger regulon: GPP2, GPD1, HSP12, and CTT1 (Rep et al., 1999). Similar results as
for CTT1 (Fig. 8) were obtained also for the other three regulatees (data not shown). Our results indicate
that the two signaling pathways (the HOG cascade and the general stress pathway) act in parallel, and
each of the pathways can induce the regulon in the absence of activity from the other.

6.3. Biological analysis of the lysine biosynthesis model

Figure 5 shows the core of the lysine biosynthesis system in the yeast S. cerevisiae. It includes a
linear metabolic pathway from «-ketoglutarate through « AASA to lysine, the catalyzing enzymes of the
metabolic reactions (Lys1,2,9,12,20,21, and YJL200C) and their transcription control via the transcription
factors Gend and Lysl14. Gen4 activity is regulated during transcription, and Lys14 is influenced by the
aASSA positive feedback loop, sensing the lysine biosynthesis flux. Additional feedback loops are the
general nitrogen control regulation mediated by Gcn2 and the lysin negative regulation on Lys20 and
Lys21. The full model includes also amino acids and ammonium (NH3), which represent the environmental
conditions enforced on the system, and their transport into the cell by specific permeases (see Fig. 5 and
www.cs.tau.ac.il/~rshamir/fgn/ for a full topology and logic).

We now wish to demonstrate the power of the feedback modeling and test the advantage of our method
over former methods. The performance of the method is measured here by the capability to learn real
regulation functions from real data. We thus apply cross validation in the lysine model and compare the
performance of our approach to the deterministic model approach and to a naive Bayesian approach.
The deterministic model approach (Gat-Viks et al., 2004) learns a deterministic regulation function by
optimizing a least squares score. It assumes a prior model that is 100% certain and solves the deterministic
analog of the inference problem to enable the learning of a regulation function from partial observations.
To allow comparison of the deterministic model with the current one, we transformed its discrete predictions
into continuous distributions using predefined Gaussians. The same discretizers were used in the other two
models, in order to ensure that differences in model performance were not due to the discretization. In
the naive Bayesian approach, we assume that the topology of a Bayesian network over the observed
variables (the mRNAs in our case) is given, and we learn the conditional probabilities of each variable
separately given its regulators using complete data. The learning problem in this case is trivially solved
by building a frequency table. Learning in the FGN model was done given the probabilistic function
priors 6. We used the hypothesis testing procedure described above to repeatedly attempt the learning of
regulation function features. For a variable with m regulators, we have k™ such features corresponding to
each assignment of states to the regulators. For each feature, and given a p-value threshold (we used 0.01),
our learning algorithm may or may not be able to decide on the correct regulatee outcome. We update
the regulation function to reflect a strong 6 for the feature (¢« = 0.99) where a decision was made and
a uniform distribution for 6 where no decision could be made. We iterate the learning process until no
further improvement is possible and report a regulation function in which only a fraction of the features
are determined.

To perform the cross validation we repeatedly selected a variable and set its prior ¢ to the uniform
distribution. We removed one condition from the dataset, learned the variable’s regulation function, and used
it to compute the posterior of the variable, given the omitted condition without the observation for the test
variable. Figure 9 depicts the log likelihood ratio distribution for the three methods (compared to a uniform
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FIG. 9. Performance of different methods for learning regulation functions on the lysine model. Cumulative distribu-
tions (A) and averages (B) of the log likelihood (Il) ratio for cross validation in the lysine model using three methods
for learning regulation functions: A naive Bayesian method, assuming the network topology, a deterministic learning
scheme as in Gat-Viks et al. (2004), and learning using the FGN model. Bars indicate the predicted standard deviation
of the averages.

prior model). We see that the FGN model improves over the other two methods. Detailed examination of
the distribution reveals that the probabilistic model makes half as many erroneous predictions (negative
log likelihood ratios) as its deterministic counterpart, probably due to its ability to evaluate statistically
the learning predictions and thus avoid false positive predictions. Both the deterministic and probabilistic
methods make good use of the additional knowledge, formalized into the model logic, to obtain better
results than the naive Bayesian approach.

Figure 10 shows an example of how the formalized biological knowledge might improve the learning
performance. In order to learn the regulation of the biosynthesys enzymes (e.g., LYS1,9,20) by their
regulators Gend and Lys14, our model infers the protein levels of the regulators and uses it as the basis
for the learning process. Lys14 and Gcn4 are subject to a major posttranscriptional control, and thus using
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FIG. 10. States of lysine model variables in nitrogen depletion experiments. X axis: time points of the nitrogen
depletion experiments of Gasch et al. (2000). Y axis: solid lines are measured mRNA levels; broken lines are inferred
protein levels. (The mRNA levels are as explained in Gat-Viks et al. [2004]; protein levels are computed using a
predefined discretization scheme with the arbitrary averages —1, 1, and 3). We plot the observed levels of the mRNAs
of the TFs GCN4 and LYS14 in gray empty shapes, and regulatees LYS1, LYS20, and LYS9 in light gray. We also
plot expected levels of the proteins Gend and Lysl14 as inferred by the model. Note that the mRNA levels of the TFs
are roughly constant throughout the experiment, while the model-based inference highlights possible changes in the
protein levels, by exploiting the connection between the protein levels and their regulators levels.
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the mRNA levels to approximate the protein levels might lead to learning mistakes. We used our learning
method to refine the model for the lysine biosynthetic enzymes and were able to learn the known inductive
role of each of their regulators. In addition, Lys14 can activate transcription in the absence of Gen4 activity
(see www.cs.tau.ac.il for details). The features obtained are similar to the results of Gat-Viks et al. (2004),
but now we can use the p-values to pinpoint the highly significant features learned.

7. DISCUSSION

In this study, we have introduced a computational framework for the study of biological systems using
a combination of prior knowledge on the regulation of system’s components with data from diverse high-
throughput experiments. We developed a practical approach for exploiting as much of the available in-
formation on the system as possible in an integrative fashion. The goals were to systematically test the
correctness of prior assumptions on the regulation of the system, by comparing predicted and observed
experimental behavior, and to refine our regulation models so that possible model discrepancies are allevi-
ated. Our mathematical formulation offers flexibility that can be used to express knowledge at all levels:
In terms of the model, extant knowledge can range from confirmed and quantified regulatory relations to
hypotheses and beliefs on poorly characterized parts of the system. In terms of experimental data, these
can range from controlled high-throughput experiments, testing the behavior of the system from many
possible angles, to high- and low-throughput experiments indicating the activity of only a small fraction
of the system’s factors. We believe that such a flexible and data-absorbing approach to the learning of
models for biological systems is pertinent to making computational tools helpful when addressing concrete
biological problems.

In developing the current framework, we have used many simplifications and limiting assumptions,
trying to strike the right balance between our wish to construct a faithful description of the biological
system and the scarcity of accurate experimental information at very high resolution. In the future, with
the anticipated advent of refined understanding of regulatory switches, truly quantitative experiments on
more aspects of biological regulation (e.g., protein abundance and states) and measurements at the single
cell level, our framework could be extended in several major directions.

In its current form, our model describes the steady state behavior of the system. Biological processes
are inherently temporal, but when the sampling rate (the number and time resolution of experiments)
is slow relative to the rate of the regulatory mechanisms, the steady state assumption is more practical
than other assumptions. We note that different regulatory processes operate on different time scales: In
the typical high-throughput experimental sampling rate, the steady state assumption is highly adequate
for metabolic pathways and posttranslational regulation and reasonable for transcriptional programs. The
models considered in this work included variables of many types, and we validated empirically (using,
e.g., cross validation) that the steady state assumption still enables biologically meaningful results with
each of them. The model is already capable of handling steady state (or fast) feedback loops, and it will
be natural to extend it to handle slower temporal processes in a way analogous to the construction of
dynamic Bayesian networks (DBN) (Friedman et al., 1998; Smith et al., 2002) from steady state Bayesian
networks. As in DBNSs, the algorithms for inference and learning can be naturally generalized from the
steady state model to the dynamic model.

Another major simplification we have applied in this work is with the modeling of logical relations using
discrete functions (or distributions over discrete functions). We have used this assumption primarily since
most of the current prior knowledge on transcriptional switches and other regulatory relations is essentially
qualitative. It is clear however that using more biologically justifiable classes of regulation functions (e.g.,
Tanay and Shamir [2004], Ronen et al. [2002], Imoto et al. [2004], and Nachman et al. [2004]) can help
to constrain the learning process toward more significant results.

A final word of caution should be added with respect to topology learning. In the current work, we as-
sumed a fixed topology for the regulatory network. The learning of regulation functions could be performed
based on that topology, with reasonable statistical power. In order to enable true topology learning in our
framework, much more data or other types of restrictions (e.g., a small repertoire of model variables) would
be required. The tools we developed here could be readily applied, however, in settings where structure
learning is reasonable (e.g., as in Sachs et al. [2005]).
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Refinement and expansion of signaling pathways:
The osmotic response network in yeast

Irit Gat-Viks' and Ron Shamir

School of Computer Science, Tel-Aviv University, Tel-Aviv 69978, Israel

The analysis of large-scale genome-wide experiments carries the promise of dramatically broadening our
understanding on biological networks. The challenge of systematic integration of experimental results with
established biological knowledge on a pathway is still unanswered. Here we present a methodology that attempts to
answer this challenge when investigating signaling pathways. We formalize existing qualitative knowledge as a
probabilistic model that depicts known interactions between molecules (genes, proteins, etc.) as a network and
known regulatory relations as logics. We present algorithms that analyze experimental results (e.g., transcription
profiles) vis-a-vis the model and propose improvements to the model based on the fit to the experimental data. These
algorithms refine the relations between model components, as well as expand the model to include new components
that are regulated by components of the original network. Using our methodology, we have modeled together the
knowledge on four established signaling pathways related to osmotic shock response in Saccharomyces cerevisiae. Using
over 100 published transcription profiles, our refinement methodology revealed three cross talks in the network. The
expansion procedure identified with high confidence large groups of genes that are coregulated by transcription
factors from the original network via a common logic. The results reveal a novel delicate repressive effect of the
HOG pathway on many transcriptional target genes and suggest an unexpected alternative functional mode of the
MAP kinase Hogl. These results demonstrate that, by integrated analysis of data and of well-defined knowledge, one
can generate concrete biological hypotheses about signaling cascades and their downstream regulatory programs.

[Supplemental material is available online at www.genome.org.]

Genome-wide expression profiles (Gasch et al. 2000; Hughes et
al. 2000) have paved the way to systems biology approaches that
aim to elucidate system architecture by large-scale data analysis.
A variety of sophisticated computational methods have been de-
veloped toward this goal (Eisen et al. 1998; Ihmels et al. 2002;
Beer and Tavazoie 2004; Friedman 2004). An essential and im-
portant part of these analyses is the biological interpretation of
the computational results based on knowledge available in the
literature. The common practice is to first perform the computa-
tional analysis and then to explain the results using prior knowl-
edge (Tavazoie et al. 1999). However, several studies have shown
the advantage of integrating the existing knowledge as part of
the analysis (Ideker et al. 2001; Gardner et al. 2003; Covert et al.
2004; Gat-Viks et al. 2004). In this study we propose a new
method that aims to achieve a better understanding of a signal-
ing pathway by integrated analysis of genome-wide datasets and
prior knowledge, in a way that improves that knowledge system-
atically. The method suggests new hypotheses which can be vali-
dated by additional focused experiments.

We formalize the current information on the studied bio-
logical system in a mathematical model. Cellular signaling net-
works are characterized by signal transduction pathways that are
triggered by environmental stimulation and control the cellular
response. For such biological systems, a large body of qualitative
knowledge is available today, both on the structural and on the
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logical relations between the components. In many cases, the
information is still informal and thus not amenable to math-
ematical manipulation. For example, many transcription factors
have been established as activators or repressors, but their stoi-
chiometric coefficients are unknown. To properly formalize such
qualitative knowledge, we use Bayesian networks, a probabilistic
framework for modeling complex systems such as signaling cas-
cades (Sachs et al. 2002; Friedman 2004). Our model formalizes
the current knowledge about the structure (“topology”) of the
network, i.e., which system components interact, and its logic,
which dictates the level of each component based on the level of
its upstream effectors (Gat-Viks et al. 2006). The topology tells
“which component acts on which other components” and the
logic tells “how that action takes place.”

The model predicts the levels of the system’s variables
(genes, proteins, etc.) under each condition and is improved sys-
tematically in a process that seeks structural and logical changes
that increase the fit between predicted and observed variable lev-
els. In particular, we propose two methods for model improve-
ment (Fig. 1): The first refines the model by adding interactions
and modifying logics, without adding variables. The second ex-
pands the model to include additional variables beyond the origi-
nal model. We focus on the identification of regulatory modules,
i.e., sets of coregulated genes that are regulated by the same
model components via a common logic. In the standard cluster-
ing approach, after identifying a group of coregulated genes, the
regulating transcription factors are revealed by overrepresenta-
tion of their DNA binding motifs, or by enrichment in chip-ChIP
data (Beer and Tavazoie 2004). In contrast, using our methodol-
ogy, the newly discovered modules are added to the model, and
thus their regulators and the logic of their regulation are deter-
mined as part of the analysis. Consequently, the expression of
the modules is directly explained by the model.
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Figure 1. Overview of the model improvement methodology. Model
formalization: The current qualitative knowledge on the studied biologi-
cal system is formalized as a Bayesian network (top right; see also Fig. 2).
The illustrated model contains several molecular types: environmental
stimulations (dark gray), signaling proteins and transcription factors (light
gray), and mRNAs (white). The refinement and expansion procedures
take as input the network model and high throughput measurements on
network’s components (top left), and search systematically for model
improvements that maximize a probabilistic improvement score. The
score measures the increase of fit between the model predictions and the
observed data. The model refinement procedure (middle left) seeks struc-
tural and logical changes in existing model components, which attain the
best score. Structural refinements are marked by dashed connections.
The model expansion procedure (middle right) assigns systematically new
target genes to regulatory modules, based on their fit to the predicted
expression of the module. In the illustration, three regulatory modules
were formed. They contain known and novel target genes (white circles).
All genes in the same module share the same logic (black diamonds).

We have chosen to apply our methodology in the analysis of
the cellular response of Saccharomyces cerevisiae to hyper-osmotic
and calcium stresses. This response is mediated by a signaling
network that involves the PKA signaling pathway, the HOG and
mating/pseudohyphal growth MAPK cascades, and the calcineu-
rin pathway. Based on 106 transcription profiles (Gasch et al.
2000; Harris et al. 2001; Yoshimoto et al. 2002; O’Rourke and
Herskowitz 2004), the refinement procedure suggests three miss-
ing cross-talk connections in the network, which all have inde-
pendent support in the literature. The expansion procedure was
applied to six known regulatory modules and 78 putative sets of
regulators and yielded 10 statistically significant modules. We
discover both HOG pathway-dependent induced and repressed
novel modules, and show that these modules are distinct from
the known HOG pathway-dependent response. Remarkably, our
analysis indicates that Hogl MAP kinase acts in several distinct
functional modes. The expanded network contains many tran-
scriptional regulatory feedback and feedforward loops. This rich
circuitry is probably part of the osmotic adaptation and provides
rapid and transient response to osmotic changes.

Several features distinguish our computational methodol-
ogy from extant network reconstruction methods. Recently, a
few advanced methods sought to improve system models system-
atically, both for quantitative metabolic networks (Klipp et al.
2005; Herrgard et al. 2006) and for physical interaction networks
(Calvano et al. 2005; Yeang et al. 2005). Our approach differs in
that it uses informal qualitative knowledge, including regulatory

logics, which is crucial for modeling of the activation and down-
regulation of signaling cascades. Bayesian networks were used for
de novo reconstruction of system models (Friedman 2004). In
contrast, here the Bayesian network represents the existing well-
characterized system model, and the analysis seeks its improve-
ment. In addition, we use a discriminative improvement score,
rather than a classical Bayesian score, in order to identify signifi-
cant and specific model changes. Concerning modules identifi-
cation, extant methods approximate the regulator’s protein ac-
tivity by its mRNA expression (Bar-Joseph et al. 2003; Segal et al.
2003; Tamada et al. 2003). A key advantage of our methodology
is that we use the model to predict the activity of the regulators,
and then use these levels to identify the modules. Since the tran-
scription factor activity levels are more directly related to their
targets’ expression, better module identification is possible.

Overall, the results show that, by formalizing the qualitative
knowledge available and analyzing the system model jointly
with relevant large-scale data, it is possible to extend the current
understanding on biological systems and to analyze regulatory
mechanisms in a new level of detail.

Results

We selected for our analysis 106 gene expression profiles from
four large-scale microarray studies in yeast (Gasch et al. 2000;
Harris et al. 2001; Yoshimoto et al. 2002; O’Rourke and Hersko-
witz 2004). The profiles measure the yeast response to osmotic
and calcium stresses and the effect of genetic perturbations in the
osmotic response pathways. Originally, these studies applied
clustering algorithms on the data. The following results show
that, by integrated analysis of the data and the model, we find
regulatory relations and mechanisms that could not be revealed
using the data alone.

The computational approach

We formalize the biological knowledge in a Bayesian network
model (Gat-Viks et al. 2006), which represents dependencies
among interacting components. The components, or variables,
are mRNAs, proteins, external inputs, etc. The model provides a
structure and a logic for each variable. The structure (or topology)
is represented by a graph diagram, where the nodes represent the
variables, and arcs represent influence among variables (e.g.,
transcription factor binding to a gene promoter, phosphoryla-
tion by a kinase, etc.). For each graph node, the nodes that have
arcs directed into it are its regulators, or its regulatory unit. Each
variable can be in one of several discrete states, indicating, for
example, the activity of a protein variable, or the expression level
of a mRNA variable. In the logic component of the model, a
variable’s state is determined by the combination of states of its
regulators according to its specified discrete function, which
might represent a complex relationship among multiple regula-
tors. The logic is formulated probabilistically in order to allow for
uncertainty about the available biological knowledge (Fig. 2A).
In order to allow formulation of the available qualitative
knowledge, we have chosen to model the logics as discrete func-
tions using discrete states. However, the actual cellular concen-
trations are continuous levels, and hence our model must trans-
form continuous levels into discrete logical states. The observed
level (or observation) is the result of a measurement in a biological
experiment, e.g., the measured concentration of mRNAs or a me-
tabolite, or the measured phosphorylation of a protein which
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Figure 2. The computational approach. (A) Modeling the current
knowledge. Nodes represent the variables of the model and arcs are
known regulatory relations. Here, the state of variable C depends on the
states of its regulators A and B according to a specific logic. In the com-
binatorial logic of C (left), the state of C is 1 if, and only if, at least one of
its regulators has state 1. In the probabilistic modeling (right), each pos-
sible state of C is assigned a probability depending on our confidence in
the current biological knowledge (here, 90% confidence). (B) Improving
the model. The model refinement and expansion procedures look for
model changes that improve the model significantly. The improvement
score compares between the fit of a possible modified model and that of
the null (original) model. The plots are a schematic representation of
these two models in cases of refinement (top) and expansion (bottom). In
expansion, when adding a new gene, the null model assumes that the
gene expression can be explained sufficiently by the environmental
stimulation. The alternative hypothesis is a model-dependent gene, i.e.,
the gene is regulated by our signaling network. We expand the model
only if the improvement score is significant, i.e., the signaling network
explains the expression much better than the environmental stimulation
only.

indicates its activity. The predicted level is the probabilistic expec-
tation of the variable given the model and the experimental pro-
cedure applied (i.e., the genetic perturbations and the environ-
mental stimulation performed in the experiment). Hence, the
predicted levels of protein activities (predicted activities) constitute
additional information that is not available from microarray ex-
periments. The predicted levels of mRNA variables (predicted ex-
pression) are compared to the observed expression, and reveal
important information on the quality of the model. In particular,
points of disagreement between observed and predicted expres-
sion levels indicate where our understanding of the biological
system is lacking. Mathematically, the quality of the model is
evaluated by a Bayesian score, which measures the closeness of the
observations to the predicted levels (see Methods).

Naively, the model can be improved by searching in the
space of all possible model improvements (i.e., either refine-
ments or expansions) for the model with the best Bayesian score.
However, in order to propose only trustable hypotheses, we in-
troduce here a new improvement score, which measures the differ-
ence between the Bayesian scores of the modified and the origi-
nal model. Hence, we seek model improvements with signifi-
cantly high improvement scores. In the case of model
refinement, the improvement score compares the Bayesian score
before and after introducing the logical or structural changes
(Fig. 2B). In the more complicated case of model expansion,
among all genes that respond to the environmental changes, we
wish to identify specifically the model-dependent genes, which are
affected by model components. We wish to exclude other re-

sponding genes (model-independent genes), such as ribosomal pro-
teins, which respond to the environmental stimuli, but probably
independently of our model and through another signaling
pathway. Both types respond to the environmental changes, but
only the model-dependent responding genes are influenced by
genetic perturbations in model components. Hence, the expan-
sion improvement score compares the scores of adding a gene in
a model-dependent and in a model-independent fashion (Fig.
2B). A gene with a significant improvement score is considered a
model-dependent gene and is assigned to the module (i.e., regu-
latory unit and logic) that obtained the highest improvement
score (see Methods).

The osmotic response network model in yeast

Building on literature reports, we modeled the response of yeast
cells to calcium and hyper-osmotic stresses. The model formal-
izes the HOG, mating/pseudohyphae growth, calcineurin, and
the PKA signaling pathways. The signaling cascades act together
to affect the activity of many regulators (Hogl, Skol, Msnl,
Hotl, Msn2/4, Crz1, Stel2) that govern the complex expression
of target genes by diverse combinatorial logics. For each pathway,
our model includes the environmental stresses, the signaling cas-
cades, the transcription factors, and their known targets (Fig. 3).
Each variable has three to five possible states. Supplement A cata-
logs all variables, connections, and logics in the model, along
with their source in the literature. All the literature sources used
for the modeling do not rely, directly or indirectly, on the 106
profiles that we use here. Note that the mating and pseudohy-
phal growth pathways are modeled together. Since they share
most of their components (up to the Kss1/Fus3 MAPKs and their
upstream activators; O’Rourke and Herskowitz 1998), and our
dataset does not include any experiment that can distinguish
between them, a separate modeling of the pathways will not
improve our results. In practice, our joint modeling of mating/

Osmolarity
pathway

]
&
&

£

Mating/Pseydo
Pathwg

Figure 3. A model of the yeast response to osmotic and calcium stress.
The model contains (left to right) the calcineurin pathway, PKA signaling
pathway, the HOG MAPK pathway, including its SIn1-Ssk1 and Shol-
Ste11 upstream branches, and the mating/pseudohyphal growth path-
ways. The network, constructed based on literature reports, contains en-
vironmental conditions (dark gray), signaling components (light gray
ovals), transcription factors (double ovals) and their transcriptional tar-
gets (white ovals). Targets sharing the same regulatory logics (i.e., in the
same module) are indicated by black diamonds. Arrows are well-
established relations (solid lines) or relations predicted by the refinement
procedure (dashed lines). The logic by which each component is gov-
erned by its regulators is described in Supplement A. The dual role of the
MAPKKK Ste11 in the HOG and mating pathways is formalized by refin-
ing two different model variables called Ste11 and Ste11™, respectively.
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pseudohyphae pathways reduces model size and thus increases
efficiency and accuracy.

Network refinements

Given the dataset of 106 transcription profiles and the osmotic
response model, the refinement procedure looks for structure
and logic modifications with high improvement scores. Three
new connections providing the most significant improvement
(marked as dashed arcs in Fig. 3) indicate cross talk in the model.
The three predicted connections are not well-established, and
thus were not included in the original model, but each has an
independent support in the literature (Supplemental Table S1).
First, the model predicts a down-regulation of the HOG pathway
by the calcineurin pathway (Crz14Pbs2/Hogl, improvement
score P-value < 0.0005, see Methods). Indeed, Shitamukai et al.
(2004) support this claim by showing that calcium ions induce
Hog1 hyperphosphorylation in ¢rz1 mutants. Calcium ions acti-
vate Crz1 through the calcineurin pathway and activate Hogl
through the HOG pathway. Crz1 down-regulates Hogl and thus
there is hyperphosphorylation of Hogl in a strain lacking Crz1.
Second, Hog1 prevents osmolarity-induced activation of the mat-
ing/pseudohyphae pathway. The predicted inhibitory connec-
tion is directed from Hog1 to the mating MAPKKK Stel1 or to its
downstream mating components, but not to the osmosensor
Shol (P-value < 0.005). Indeed, the data show strong inhibition
of the mating/pseudohyphae targets in shol mutant (Supplemen-
tal Fig. S1A), and thus the refinement procedure could not pre-
dict that the inhibition is directed to Shol, but only to its down-
stream components. O’Rourke and Herskowitz (1998) suggested
this cross talk based on measurements of morphological changes
and mating phenotypes.

Third, an alternative mechanism is proposed for HOG
pathway activation in severe osmotic shock. Significant im-
provements (P-value < 0.0005) were obtained for the connec-
tions: Osmotic Stress — Ssk2/22 and Osmotic Stress — Pbs2. The
HOG pathway is still active in sskIshol, ssklstell mutants,
but not in pbs2 or hogl mutants (Supplemental Fig. S1B), and
thus a third input to Ssk2/22 or Pbs2 was added by the refine-
ment procedure. Van Wuytswinkel et al. (2000) provide an inde-
pendent support for the existence of such additional input to
Pbs2. Note that O’Rourke and Herskowitz (2004) already ob-
served this effect in their dataset, but here we succeed to identify
it automatically.

The model expansion process

A regulatory module is a set of genes that are regulated by the
same regulatory unit via the same logic. To expand the network
model, we focused on identifying such modules whose regula-
tory units are part of the original model. In principle, the space of
possible modules is huge: All subsets of variables in the model
may participate in a regulatory unit with any possible logic. In
practice, we tested putative regulatory units of one or two vari-
ables, including the six known units depicted in Figure 3. Alto-
gether, the number of tested units was 78, among them 72 pu-
tative units, each with up to 3° = 19,683 possible discrete logics,
and six known units, each with its known logic (see details in
Supplemental Fig. S2). All 5700 measured yeast genes were con-
sidered as possible targets, each with three possible states.

For each target gene, the expansion procedure searches heu-
ristically for the unit and logic that best predict its expression as
a function of the predicted activity of the regulators. The pre-

dicted activities represent the post-transcriptional effects that are
formalized in our model, such as the regulator’s phosphorylation
(and hence activation) by the MAPK Hogl. An alternative ap-
proach is to approximate activity with expression levels (Fried-
man et al. 2000; Tamada et al. 2003), but this approach cannot
handle the major post-translational regulation events in the os-
motic signaling cascade (Supplemental Fig. S3).

As described above, in order to avoid inclusion of nonspe-
cific targets, the expansion procedure computes the improve-
ment score and thus discriminates between model-dependent re-
sponding genes and model-independent responding genes (see
Methods and Fig. 2B). According to this analysis, while about
71% of the yeast genes respond to the osmotic stress, only 15%
are specifically dependent on the model. On the other hand, the
fact that a fifth of the stress response is characterized as model-
dependent highlights the important role of the osmotic-specific
stress mechanisms in the general cellular machinery of response
to stress.

Since small modules could have been generated at random
given the large space of regulatory units and logics searched, we
focused further analysis on novel modules containing at least 20
genes, and known modules of at least 10 genes. Five novel mod-
ules and five known ones passed this filter. When performing
expansion using randomly shuffled condition labels (experimen-
tal procedures), no module with more than three genes was
found (Supplemental Fig. S5), indicating that it is unlikely to
obtain our large modules at random.

Transcriptional modules discovered

The known regulatory units of Msn2/4, Stel12, Hot1/Msn1, Crz1,
and Skol attained modules containing 52, 32, 15, 13, and 12
genes, respectively (Fig. 4; Supplement C). The Crz1-Skol unit
was assigned only its known ENAI target gene. We discovered
three novel modules regulated by Hogl with different logics (re-
ferred to as HoglA, B, and C), one module controlled by both
Hogl and calmodulin (called Hogl/Ca), and one module regu-
lated by Ssk2/22 or Ssk1, called Ssk2/22 (Supplement C).

The predicted regulatory units do not necessarily control
their target genes directly. For example, the Msn2/4-module con-
tains YAP4, (currently known as CINS), GCY1, and DCS2, but,
actually, Msn2 regulates the YAP4 gene, which encodes a tran-
scription factor; the up-regulation leads to increased activity of
Yap4, which in turn up-regulates transcription of GCYI and
DCS2 (Nevitt et al. 2004). Calmodulin and Ssk2/22 probably af-
fect their targets indirectly, since they are cytoplasmatic kinases
and have no DNA binding domain. The prediction that their
regulatory effect does not involve downstream elements in the
model has some support in the literature (Ohya et al. 1991;
Yuzyuk et al. 2002).

A key advantage of our methodology is that the activity of
the modules can be predicted by the model and compared with
the observed levels. Cases of disagreement between the predicted
and observed levels are of particular interest, since they highlight
spots of incomplete understanding in the biological system. For
example, the Stel2 module shows inconsistency in the case of
ssk1shol mutants exposed to 0.5 M KCl and the sskI mutants
exposed to 0.125 M KCl (marked in Fig. 4; an extended version of
this module appears in Supplement C). An increase in transcrip-
tion is observed, in contrast to the predicted reduction. The in-
accurate modeling is probably due to incomplete understanding
of the inhibitory effect of Hogl on the mating/pseudohyphal
growth pathway.
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Figure 4. Expansion of the osmotic network model. The expansion algorithm assigns known and novel target genes to known modules (black
diamonds). Each module is represented by a matrix showing the expression of its target genes (rows) across the 106 conditions (columns). Known target
genes that were assigned to their module correctly/incorrectly are marked with white/black circles to the right of the corresponding row (known targets
were excluded from the model before expansion, to allow validation and to avoid circularity). The predicted expression levels in each condition appear
as a separate row above the matrix. The logic of each module, obtained by the refinement procedure, appears near the matrix. We show in color only
logic entries with significant improvement score. In general, there is high agreement between model predictions and observed levels. The few cases of
disagreement (e.g., columns marked by blue arrows in the Ste12 module) highlight our incomplete understanding (and hence modeling) of the
biological system. The full details on each module appear in Supplement C, including lists of correct/incorrect target genes, and their sources in the

literature.

Transcriptional modules evaluation

A unique feature of our methodology is that a module and its
regulators are identified together in the same process. In order to
evaluate the methodology, we excluded all known transcrip-
tional targets from the model and then constructed the modules.
We then tested the accuracy of assigning known targets to mod-
ules. An extended collection of 126 known targets and their lit-
erature sources is available in Supplement C. Among them, 37
genes were assigned to modules, and 17 additional genes were
assigned to very small modules which were filtered from in our
analysis. Out of the 37 genes assigned to modules, 30 genes were
assigned correctly to their known regulators, and one gene was
assigned incorrectly (marked in Fig. 4). Six additional Msn2/4
targets were assigned to the Hog1A novel module, which is also
hypothesized to be regulated by Msn2/4 (see below). Hence, we
obtain 97% specificity (correct/assigned = 36/37; see Supplemen-
tal Table S2). To get such high specificity, we pay the cost of low
(29%) sensitivity (correct/known = 36/126).

In another evaluation of the predicted modules and their
regulators, we tested each module for enrichment in transcrip-
tion factor (TF) binding using TF-DNA binding profiles (Harbison
et al. 2004). For each TF whose binding profile in relevant con-
ditions is available, the enrichment test supports the predicted
regulatory unit (Supplemental Fig. S6A): The Stel2 module is
bound by Stel2, Digl, Mcm1, and Tecl in mating/PH growth
induction (pheromone and Butanol treatment); the Msn2/4
module is bound by the Msn2/4 in stress conditions (acidic and
H,0, treatment); and the Skol module is bound by Sko1 in YPD
medium. Indeed, Skol-dependent repression is constitutively ac-
tive (bound) under normal conditions and derepressed under

osmotic shock. In addition, for the modules of Ste12 and Msn2/
4, sequence analysis shows that the known TF binding site motifs
are highly enriched in the promoters of the genes in the pre-
dicted module (Supplement D).

To validate the biological significance of the predicted gene
sets, we tested the functional coherence and separation of gene
sets. We used 87 gene expression profiles of 10 stress conditions
from Gasch et al. (2000) that were not included in the set of 106
profiles used for constructing the modules (stationary phase,
heat shock, Diamide, Menadione, H,0O,, amino acid starvation,
nitrogen depletion, hypo-osmotic shock, DTT, and various car-
bon sources). We found significant coregulation of the genes in
each module and significant separation between modules
(Supplemental Fig. S6B,C). The module predicted to be regulated
by Msn2/4 shows strong coregulated response in all stress con-
ditions, in agreement with the known general stress functional-
ity of the Msn2/4 transcription factors.

Separating gene sets that differ only in a few experiments
using standard clustering algorithms is a hard task, since the
minor expression differences might be the result of noise. A
unique feature of our approach is the ability to separate genes
using both data and prior model, rather than data only. Hence, if
the model can predict two modules with slight differences,
these differences become significant, and the targets will be parti-
tioned into two modules. For example, the targets of HoglB
module and Ssk2/22 module were separated by the model,
even though they are very similar according to our data (Supple-
mental Fig. S6D). The separation is corroborated using indepen-
dent data of heat shock stress (Gasch et al. 2000), in which the
expression patterns of these two gene sets are significantly dif-
ferent (KS-test P-value < 10~ ?; Supplemental Fig. S6E). Another
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example for separation of two similar Msn2/4 modules is given
below.

The transcription factors Msn2/4 regulate two distinct
modules

In our analysis, we identified the known Msn2/4 module (Fig.
5A). In addition, several indications suggest that Hog1A, one of
the novel modules (Fig. 5B), is also regulated through Msn2/4.
First, Hog1A is enriched in Msn2/4 targets: Among 24 module
genes known to be Msn2/4 targets (based on expression experi-
ments in Msn2/4 knockout mutants from Rep et al. 2000), 11 are
in the Msn2/4 module, and seven are targets of the HoglA mod-
ule (Fig. 5A,B, hyper geometric enrichment P-value < 10~'7,
10~ 2, respectively), and the rest were assigned to various other

0.5SMXCL

sskl sskl S
WT  hogl pbs2 stell shol stell sskl shol

Msn2c
Msn4c

-501

L2 00 000

Figure 5. Expression profiles of two modules associated with Msn2/4.
(A) The known Msn2/4 module. (B) The novel Hog1A module. The con-
ditions are time series measurements in response to 0.5 M KCl osmotic
shock. Below the predicted expression vector and the observed expres-
sion matrix (the same presentation as in Fig. 4), the average fold induc-
tion of the module is shown. Both modules are hypothesized to be regu-
lated by Msn2/4 and include many known Msn2/4 targets (marked with
circles). However, their expression patterns are clearly distinct: The
Hog1A module depends much more strongly on the presence of Hog1 in
severe osmotic shock. In wild type (WT), the expression level in both
modules is ~3, but in hogl, pbs2, sski1stel1, and ssk1shol the expression
levels differ significantly: ~0.5 in Hog1A and ~2 in Msn2/4 module (KS-
test P-value < 10~ *). The two rightmost columns in A and B show the
expression level of the modules in Msn2 and Msn4 overexpression mu-
tants. Although the predicted expression in these conditions is low in the
Hog1A module, the observed level in both modules is high, indicating
that both modules are regulated by Msn2/4. (C,D) Promoter analysis.
Each line represents the 500-bp sequence upstream of the transcription
start site for the gene in that row. Green boxes represent occurrences of
the STRE motif (a known Msn2/4 binding site); blue arrows represent the
new motif KMCTWGAA discovered in this analysis. This motif exhibits a
non-uniform distribution along the promoter in terms of location and
orientation. The novel motif supports the separation of the Msn2/4 tar-
gets into two distinct modules.

logics. Second, a significant enrichment in binding of Msn4 to
the promoters of HoglA module genes was observed in ChIP
experiments (Harbison et al. 2004) (P < 10~ 7; Supplemental Fig.
S6A). Third, the HoglA module is highly expressed in strains
overexpressing Msn4 (Gasch et al. 2000) (two right columns in
Fig. 5A; KS-test P-value < 10~ '2). Fourth, Hogl1A exhibits highly
significant response in all stress conditions (Supplemental Fig.
S6B), in agreement with the central role of Msn2/4 in general
stress response. Finally, the Msn2/4 STRE binding motif was
highly enriched in the Hog1A module (P-value < 10~ %; Fig. 5D).

To provide additional evidence that the two transcriptional
modules are distinct, we performed promoter sequence analysis.
Remarkably, a new motif was discovered to be highly enriched
only in the novel module (KMCTWGAA, enrichment P-
value < 10~ '*) and it may contribute to the unique behavior of
the module (Fig. 5C,D). This novel motif exhibits a very strong
bias in orientation and distance from the transcription start site
of the regulated genes (hyper geometric P-value <2 X 10™%).

HOG pathway-dependent repression of genes

It was previously demonstrated that Hogl-dependent genes are
either induced or repressed in hogl mutants. The prevalent view
in the literature is that the genes induced by hogl mutants are
associated with pheromone response and pseudohyphal growth
(O’Rourke and Herskowitz 2004). Indeed, among nineteen genes
that are specifically up-regulated in hogl mutants (Rep et al.
2000), all 11 genes with high score (improvement score > 0.05)
were assigned to the module of the mating/pseudohyphae TF
Ste12. Surprisingly, our results revealed four additional modules
that increase specifically in the hogl mutant (Fig. 6A; Supplement
C). In contrast with the Stel2 targets (Fig. 6B), the novel modules
respond neither to pheromone nor to perturbation in the mat-
ing/pseudohyphal growth pathway (Supplemental Fig. S7) and
are not bound by the TFs Ste12, Tec1, or Digl/2 (Supplemental
Fig. S6A). Taken together, these observations suggest that Hogl
plays an additional role in inhibiting expression that is not re-
lated to the cross talk between the HOG and mating/
pseudohyphae pathways.

Multiple functional modes of Hogl

The refinement procedure suggested the existence of an alterna-
tive third mechanism that activates the HOG pathway in severe
osmotic stress, in addition to the two known upstream branches
of the pathway (Shol-Stell and SIn1-Ssk1; Fig. 3). This refine-
ment was suggested since the transcription of some of the clas-
sical HOG pathway targets (regulated by Hot1, Msn1, and Sko1)
does not depend on the two upstream branches in 0.5 M KCI (Fig.
6B). However, the transcription level of the known Msn2/4 tar-
gets does depend on the two branches (Fig. 6B). This suggests that
Hog1 has two different activity modes, and that one of the modes
is only functional while interacting with Msn2/4. To test this
prediction computationally, we added to the model, in addition
to a Hogl variable that is controlled by three inputs (the two
HOG pathway upstream branches, and a third uncharacterized
input), an additional variable called Hog1®, which is controlled
solely by the two HOG pathway upstream branches (Supplemen-
tal Fig. S2). We applied the module identification process on this
extended model.

Remarkably, although the classical HOG pathway targets
seem to be activated by a third input, four novel modules
(Hog1A, HoglB, Hogl1C, and Hog1/Ca) are predicted to be regu-
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Figure 6. HOG pathway-dependent repression of genes, and multiple functional modes of Hog1.
Each plot shows the average fold induction (in log2 scale) of novel gene modules (A) or known targets
of TFs (B) in wild type (WT) and seven HOG pathway mutants exposed to 0.5 M KCl. Black/white
coloring indicates average fold induction above/below 0.1. (A) The novel modules Hog1A, Hog1B, and
Hog1/Ca (the Hog1C and Ssk2/22 modules [data not shown] are similar to Hog1B in this view). (B) The
known target genes of Ste12 (KSS1, TEC1, FUST, FUS3, MSG5, KAR4, CLN1, PGUT), Hog1 (HOR2, GRE2,
STL1, ENAT, GLR1, GPD1, HALT, CHA1, AHP1, YGR043C, YGRO52W (reserved name FMP48), YML131W;
Hohmann 2002), and Msn2/4 (Rep et al. 2000). Expression of the novel modules Hog1B and Hog1/Ca
(A, middle and bottom) increases in the absence of Hogl. Although the whole Hogl-dependent
inhibition response is known to be regulated by Ste12, one can clearly see that these novel modules
differ significantly from the Ste12 targets (B, top), indicating existence of Hog1-dependent in spite of
Stel2-independent inhibition. The known Hog1/Msn1/Sko1 and Msn2/4 targets (B, middle and bot-
tom) have distinct expression pattern (KS-test P-value < 10~ °): The Msn1/Hot1/Sko1 targets have
higher expression in the ssk1stel1 and ssk1shol mutants compared to hog! and pbs2 mutants, indi-
cating that Hog1 can be activated also by a third additional input. In contrast, the Msn2/4 targets have
a similar expression pattern in all four of these mutants, indicating that Hog1 is dependent on the two
upstream branches of the HOG pathway. Surprisingly, the novel modules” expression pattern (A) also
suggests dependency on the two HOG branches. One can clearly see that two of these modules
(Hog1B and Hog1/Ca) differ significantly from the known Msn2/4 targets (the distinction between
Msn2/4 and the third module Hog1A is discussed in Fig. 5). Taken together, this suggests that Hog1
has two distinct functional modes that involve a different combination of transcription factors. An
extended version of the novel modules appears in Supplement C.

feedforward loops (Fig. 7). The algo-
rithm predicts that the expression of
SHO1 is down-regulated by the MAPK
Hogl, suggesting down-regulation of
one arm of the HOG pathway upon os-
motic shock. In the nucleus, active Hog1
interacts with the Msn1 transcription ac-
tivator, the Rpd3 histone deacetylase,
and the Tupl transcriptional cofactor,
all important for activation of the re-
sponse to osmotic shock (Proft and
Struhl 2002; De Nadal et al. 2004). The
feedforward loop predicted between
Hog1 and each of these factors (exempli-
fied in Fig. 7B on MSN1) may encourage
transient activation signals, allowing rapid
system shutdown (Shen-Orr et al. 2002).

From the refinement results de-
scribed above, we concluded that Hogl
somehow prevents cross talk with the
mating/pseudohyphae pathway. Consis-
tent with this observation, the STE7,
STE12, and SHO1 genes, which are trans-
lated into components of that pathway,
are down-regulated by Hogl. On the
other hand, the phosphatase Ptp3 inac-
tivates the mating kinase Fus3, and its
gene PTP3 is up-regulated by Hogl.
These predictions suggest that transcrip-
tion regulation is part of the mechanism
by which Hogl prevents cross talk be-
tween the MAP kinase pathways.

Stel2 up-regulates the FUS3 and
KSS1 genes, forming a positive feedback
loop (exemplified in Fig. 7B on FUS3)
that can increase stability and reduce re-
sponse time to environmental stimuli
(Shen-Orr et al. 2002). We also identified
a negative feedback loop via Stel2 up-
regulation of MSGS, indicating that the
pathway has also an autoregulatory de-
activation mode. Note that, upon os-

lated by Hog1®® and indeed seem to be dependent on the two
upstream branches, similarly to Msn2/4 (Fig. 6; Supplement C).
Several indications suggest that one of these modules, Hog14, is
actually regulated through Msn2/4 (as detailed above; Fig. 5). But
surprisingly, the Hog1B, Hog1C, and Hogl/Ca modules are not
enriched according to any of these criteria, and thus it seems that
their regulation does not involve Msn2/4. Therefore, there is a
strong indication that Hog1l has multiple functional modes that
probably go beyond its functionality in particular combinatorial
regulation with Msn2/4. Supporting this new hypothesis, some
of these functional modes have opposite effects (there are both
repressed and induced Hogl®-dependent modules). The Hogl
functional modes can be explained in many ways, such as dis-
tinct Hog1 activity as a TF (in the nucleus) and as a kinase (in the
cytoplasm), or differences in activity of other mediators, e.g.,
nuclear translocators or phosphatases.

Transcriptional feedback in the osmotic response network

Many components of the osmotic and mating MAPK pathways
were included in modules, thereby forming both feedback and

motic shock, all the predicted targets that are components of the
mating/pseudohyphae pathway (SHO1, CDC24, STE7, KSS§1,
FUS3, MSGS, PTP3, STE12, and TEC1) behave similarly: They are
expressed only in the absence of active Hog1. Yet, the expansion
procedure identifies SHO1, STE7, PTP3, and STE12 as Hogl-
dependent, while CDC24, KSS1, FUS3, MSGS, and TECI1 are iden-
tified as Stel2-dependent. Indeed, experimental results not used
in the computational process support these predictions: Only the
predicted Ste12-dependent genes are up-regulated by pheromone
that specifically activates the mating pathway (Supplemental Fig.
$8). Several mechanisms for the adaptive regulation of the osmo-
larity pathway have been described (Hohmann 2002). The results
here provide additional insight on the way transcriptional regu-
lation might take part in the osmotic adaptation.

Discussion

Signaling and transcriptional networks are intertwined and in-
fluence each other in a complex manner. In this study, focusing
on the osmotic response system in S. cerevisiae, we show that, by
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Feed-forward loops

Feedback loops

Figure 7. Complex transcriptional feedback in the yeast osmotic net-
work model. (A) We highlight in color model variables whose correspond-
ing genes were included in a module. Regulatory units are shown as
diamonds, where the incoming arcs indicate the regulators they contain,
and outcoming dashed arcs indicate their (direct or indirect) targets. For
each regulatory unit, we use a different color for its target genes and the
relevant edges. For example, the unit of Ste12 (orange) has TECT, FUS3,
KSS1, and MSG5 among its targets. Unlike previous maps, the same dia-
mond might represent several different regulatory logics, and the arcs
distinguish between positive (—) and negative (1) feedback. The rich
circuitry observed is probably part of the cellular adaptation and provides
rapid and transient response to osmotic stress. (B) A few network motifs
discovered in A. Rectangles indicate target genes, and ovals are proteins.

modeling together the available knowledge on signaling cascades
and transcriptional regulation, we could improve our under-
standing of both systems in two important ways: The signaling
pathways are refined based on known transcriptional regulation
effects, and transcriptional regulatory modules are generated us-
ing known cascades of events along signaling pathways.

A large amount of curated qualitative knowledge on biologi-
cal systems is available today. The formulation of such knowl-
edge is shown here to be surprisingly instrumental in improving
our biological understanding. Our computational framework en-
ables modeling of the existing knowledge in the presence of feed-
back loops in the network, formalization of the uncertainty in
this knowledge, and integration of high throughput data. In ad-
dition, the model can accommodate partial noisy measurements
of diverse biological entities (Gat-Viks et al. 2006). We make ma-
jor modeling simplifications: The regulatory relations are discrete
logical functions, and the model describes the steady state of the
system. As expected, the prediction and improvement processes
that we propose here also have limitations: They are sensitive to
the size and complexity of the model (e.g., number of variables,
interactions, and feedback loops), the certainty in the logics, and
the amount of data available. The robustness of our methods to
these parameters still needs further exploration. We do have
strong positive indication for the robustness of the prediction
process and logical refinement procedure on small networks
(Gat-Viks et al. 2006; www.cs.tau.ac.il/~rshamir/metareg). The

robustness of the expansion procedure is yet needed to be system-
atically explored, although the biological validations in this study
are highly promising. In the future, we hope this study will lead
to creation of more sophisticated mathematical models and robust
improvement algorithms for the analysis of genome-wide datasets.

A key advantage of our module identification approach is
that we use a discriminative scoring scheme which specifically
identifies modules along with their model regulators. Conse-
quently, we can detect modules on a finer level than was previ-
ously possible (for example, novel HOG pathway-dependent re-
pressed modules). Our method outperforms extant methods
mainly because it exploits prior knowledge on the signaling path-
ways and on the experimental procedure. This prior knowledge
helps to detect minute expression differences that are the result
of distinct regulatory mechanisms, and thus the method can dis-
card better differences that are due to noise. The main limitation
in our module identification approach is that it requires high
quality of prior knowledge on the signaling pathways, whereas
many biological systems are only partially known. To overcome
this obstacle, the model should be corrected by applying a re-
finement procedure before elucidating the modules. In the cur-
rent study, we did not allow refinement steps that cause global
effects, such as novel feedbacks or disconnected networks. We
hope that, within the formalism of our model, it will be possible
to develop techniques to handle those cases as well.

Although there is much to be developed both in the mod-
eling and the algorithmic parts, by extending the concepts de-
rived here, it is clear that simultaneous analysis of qualitative
knowledge with high throughput data is a useful approach. The
approach is applicable to other types of perturbations, such as
siRNA, to other environmental conditions, such as pharmaceu-
tical agents, and to other molecular data, such as protein activity
levels measured by microarrays. High throughput phosphoryla-
tion measurements might allow an automated construction of
kinase signaling modules using known signaling pathways. As
new databases of curated knowledge on signaling pathway are
developed (such as BioModels [Le Novere et al. 2006], Reactome
[Joshi-Tope et al. 2005], and SPIKE [www.cs.tau.ac.il/~spike]), it
will be easier to obtain the prior information on many biological
systems and apply the methodology to them.

Methods

Model formalization

Our model consists of variables and relations among them, for-
mulating prior knowledge. The model variables X,. . .X,, express
diverse biological entities (e.g., mRNAs, proteins, metabolites,
and phenotypes), and arcs between variables represent biological
regulations (e.g., transcription and translation regulation, post-
translational modifications). Each variable X; is regulated by a
regulatory unit Pa,, i.e., the set of variables that have arcs into X;.
Each variable in Pa; is called a regulator of X;. Each variable can
be in one of several (typically three) discrete states, and its state
in any condition is assumed to be determined by its logic, i.e., a
discrete function of its regulators’ states in that condition. Note
that this assumption implies that the relevant conditions are in
steady state. In order to model our uncertainty about the prior
knowledge, the logic of a variable X; is formulated probabilisti-
cally as our belief that the variable attains a certain state given
the state of its regulatory unit. It is represented by the conditional
probability 6'(X; | Pa;). This approach allows us to model uncer-
tainty in prior biological knowledge and to distinguish between
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regulatory logics that are known at high level of certainty and
those that are more speculative. In practice, biological experi-
ments provide continuous observations and we do not know in
advance how to translate them into discrete states. Hence, each
logical variable X; is associated with an observed real-valued vari-
able Y;, and the conditional distribution ' (X; | Y;) specifies the
probability of the variable X; to attain a certain state given its
observed real value. In this work, we discretize the observed val-
ues using a mixture of Gaussians model.

Our probabilistic model defines a Bayesian score, which
evaluates the fit of the model predictions to the data, measured as
the log likelihood of the data given the model:

1 . .
log Pr(X, Y|Model) = log| - H 0'(X; | Pa;) - WX, | Y,-))

where Z is a normalization constant. The conditional probabili-
ties 6' are known from our prior knowledge on the biological
system, and ¢ is determined by maximizing a likelihood score
using an EM-procedure. The ' parameters depend strongly on
the particular model, and thus we reoptimize them during each
step of the improvement procedures. Given the probabilistic
model, we predict the levels of variables (e.g., the activity level of
proteins, the expression levels of mRNAs) using a standard proba-
bilistic inference method called Loopy Belief Propagation
(Kschischang and Loeliger 2001). As described in Gat-Viks et al.
(2006), the above model is represented by a Bayesian network in
case of acyclic dependencies, or by factor graph (Kschischang and
Loeliger 2001), in the more general case where feedback loops,
that are essential in many biological systems, are present.

Expression profiles

We compiled a dataset of 106 relevant transcription profiles se-
lected from four large-scale studies (Gasch et al. 2000; Harris et al.
2001; Yoshimoto et al. 2002; O’Rourke and Herskowitz 2004). In
addition to gene expression measurements, for each profile the
experimental procedure is recorded, i.e., the environmental con-
ditions and the genetic perturbations in the experiment. This
information is used for generating model predictions. The com-
plete list of conditions and their experimental procedures are
available in Supplement B. The analysis was applied on 5700
genes that were measured in at least 100 of the conditions.

Model refinements

The refinement procedure searches for a structure modification
(an added arc in the network with an accompanying logic) that
improves the model significantly. Each such modified model is
evaluated by the fit of its predictions to the data, measured by the
Bayesian score. The score is computed by an EM-algorithm that
locally maximizes the free parameters of the model: the discreti-
zation parameters ' and the logic of the new regulation (Gat-
Viks et al. 2006). To evaluate the significance of the improve-
ment achieved by a particular modification to the model, we
compared the likelihood scores distributions (across the 106 pro-
files) of the original and the modified model. The null hypothesis
assumes that both models provide equal scores in each condi-
tion. The alternative hypothesis suggests higher scores for the
modified model. The improvement score is the P-value generated
using non-parametric paired Wilcoxon test. All P-values pre-
sented are Bonferroni corrected. The same improvement score was
used for learning the regulatory logics of the six known modules.

Identification of transcriptional modules

We consider all possible regulatory units of one or two regulators
out of twelve candidate regulators. These regulators include two

environmental stimuli variables (Calcium stress and Turgor pres-
sure) and 10 signaling network variables (Supplement Fig. S2).
Note that the regulatory units are of two types: Variables gov-
erned by units that consist only of environmental stimuli are not
affected by genetic perturbations in the model, and thus will be
called model-independent modules (and their genes will be
called model-independent genes). In contrast, the model-
dependent modules (which contain model-dependent genes) are
controlled by at least one signaling network regulator and thus
influenced by genetic perturbations of model components (Fig. 2B).

Our expansion procedure seeks for each candidate gene the
unit that governs it based on an improvement score. In particu-
lar, given a target gene and its candidate regulatory unit, the
procedure applies a greedy search in the space of regulatory logics
and discretization parameters using an EM-like procedure in or-
der to achieve a locally maximum Bayesian score. When assign-
ing genes to regulatory units, one should take caution about
model dependence decision. Many of the reactions observed in
stress and perturbation conditions can be attributed to general
stress response, even if they match model predictions (Supple-
mental Fig. S4). To specifically discriminate model-dependent
genes from model-independent genes, we require that they
should be predicted significantly better by some model-
dependent module than using model-independent ones. Math-
ematically, we define the improvement score obtained by a gene
assignment to a regulatory unit as the difference between its
original Bayesian score and the best model-independent
Bayesian score obtained for the same gene. This approach can be
viewed as hypothesis testing, where the null hypothesis is a
model-independent response, and we reject it only if the alter-
native model-dependent hypothesis is much more convincing.

In practice, 71% of the genome (4051 genes) attained sig-
nificant Bayesian score in either a model-dependent fashion
(68.2%, 3887 genes) or a model-independent one (51.5%, 2935
genes) (we used a cutoff of 0.1 computed based on the shuffled
data, see Supplemental Fig. S4); 876 genes (15.3%) that obtained
improvement score =10 were used to construct model-
dependent modules.

Our analysis is focused on model-dependent modules, but
the expansion algorithm outputs also model-independent mod-
ules. Supplemental Figure S9 exemplifies one such module,
which is strongly repressed by hyper-osmotic stress and enriched
with ribosomal proteins. Indeed, the expression of the module
genes appears by and large unaffected by the genetic perturba-
tions in our dataset.

Module significance

To evaluate modules’ significance, we tested for enrichment
(hyper-geometric P-value) of each module’s genes in each of the
sets of TF targets (identified at P < 0.01) reported in Harbison et
al. (2004) (Supplemental Fig. S6A). In addition, enrichment was
computed on up-regulated and down-regulated gene sets in in-
dependent expression profiles from Gasch et al. (2000) (exclud-
ing the conditions included in the training data, and all other
hyper-osmotic conditions and genetic perturbations in model
variables, Supplemental Fig. S6B). Separation between modules
was computed by KS-test for the difference in the expression
profile distributions of each module across the same independent
conditions (Supplemental Fig. S6C). All P-values presented are
Bonferroni corrected.

Promoter analysis

We performed promoter analysis on the set of target genes in
each module, aiming to find regulatory signals and putative tran-
scription factor binding sites. For each set we searched the 500 bp
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upstream of the transcription start site in each gene using Ama-
deus motif finder (Halperin et al. 2006). Amadeus performs de novo
search for enriched motifs and also compares the motifs found to
the known ones in the TRANSFAC version 8.3 database (Matys et
al. 2003). The discovered motifs are listed in Supplement D.
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Chapter 3

Discussion

In this thesis we describe our study on molecular networks: their mathematical
modeling, and the algorithmic aspects of learning them from data. We specifically
focused on mathematical models for transcriptional programs, signaling cascades and
metabolic pathways. We built understanding of specific cellular systems using results
from high throughput measurements (mainly gene expression profiles from microarrays).
The research in this thesis integrates concepts from biology, computer science, and
statistics. We approached the problems from the computer science perspective, and then
analyzed real biological data to demonstrate the biological implications of our methods.
Moreover, we demonstrated the advantages of our methodology over extant methods. In
the future, we hope that this study will lead to creation of more sophisticated and
practical analysis tools of genome-wide datasets.

Computational models should provide a comprehensive description of the cellular
response to intra-cellular and extra-cellular changes. In this thesis, we developed
mathematical models for biological molecular networks and provided algorithms for
model reconstruction from large scale experimental data. We aimed to develop a
predictive model - one that can predict the effect of genetic perturbation and
environmental cues correctly. In most of our works, we applied four steps of model
reconstruction, each of which raises critical questions:

(i) Define the class of models and obtain a solution space. (How does one choose
the most appropriate level of detail of the model?)

(i1) Score a candidate model. (How well does the model fit the data?)

(iii) Reconstruct the network by searching the solution space for the model with the
best score.

(iv) Test the statistical validity of the results.

In Sections 3.1-3.4 below we describe the contributions of this thesis to each of
these four steps. Practically, molecular networks are constructed in several iterations of
laboratory experimentation and computational analyses. In Section 3.5 we describe our
iterative approach to reconstruct and test a molecular network.
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3.1. Scope and level of detail of the mathematical model

There are many challenges in modeling biological systems. How do we abstract the
problem? What level of detail is necessary to understand a given phenomenon? Which
prior knowledge should be used and how to incorporate it into the model? There is no
unique answer to any of these questions.

Many mathematical predictive models have been proposed at various levels of
granularity, ranging from discrete models to differential equations models. In all levels of
resolution, a key obstacle in trying to reconstruct a predictive model from data is the large
solution space. Thus, the solution space is often limited using prior biological knowledge
(see Section 1.3.3 for details). In our research, we developed two modeling approaches:
chain functions (Chapters 2.2 and 2.3), and the Metareg methodology (Chapters 2.4, 2.5,
2.6). Both models integrate various types of qualitative prior knowledge about
mechanism of regulation. The chain functions model is dramatically constrained by
involving a general logic and structure observed in many real biological regulation
functions. In contrast, the MetaReg model utilizes knowledge about the logic and
topology of specific reaction mechanisms.

The chain function model (Chapter 2.2) is a deterministic Boolean model. In this model,
the state of the target gene depends on the influence of its direct regulator, whose activity
may in turn depend on the influence of another regulator, and so on in a chain of
dependencies. This model assumes that each target genes is learned independently of
other genes. In a subsequent study (Chapter 2.3), we further improved the model to
reflect regulation functions that combine several chains. We showed that these functions
reflect common biological regulation behavior, and often occur in networks. We proved
that the number of chain functions with n control variables is exponentially smaller than
the total number of Boolean functions. Hence, the size of the search space is reduced
exponentially. We applied our approach to transcription profiles of the yeast galactose
pathway and demonstrated the improved accuracy obtained by using chain functions
instead of searching through all Boolean functions.

Next, we proposed the Metareg model for formalizing of prior qualitative
knowledge on biological networks. Most regulatory models in the literature include only
one type of regulatory components (e.g., genes in [52], proteins in [65, 66]). Instead, our
model can contain heterogeneous biological components (such as mRNA, proteins, and
metabolites). Each of the components is associated with a discrete regulation function.
Consequently, our model can express the environmental conditions and can capture
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diverse logical relations on several regulatory levels (metabolism, transcription,
translation, post-translation, and feedback loops among them). We developed a
deterministic model formulation (Chapter 2.4) and generalized it to a probabilistic
formulation (Chapters 2.5 and 2.6). Our probabilistic approach allows us to model
uncertainty in prior biological knowledge, and to distinguish between regulatory relations
that are known at high level of certainty and those that are only hypothesized. The
probabilistic model also allows us to mix noisy continuous measurements with discrete
regulatory logic. Unlike the commonly used Bayesian network model, our model (which
is a factor graph [74]) can directly accommodate steady state (undelayed) feedback loops.

The MetaReg model is predictive and as such it computes the expected level of
each component in each condition. In the deterministic formulation, we proved that
computing model predictions is hard in the biologically relevant case where the network
contains cycles. Hence, we provided a practical methodology for prediction based on
approximations for the minimum feedback set problem (Chapter 2.4). In the probabilistic
setting, the predictions were computed by inference algorithms. Inference in graphical
models is an NP-hard problem that was extensively studied. We developed an
instantiation-based inference algorithm that exploits the special characteristics of the
biological network and achieves a dramatic reduction of the time complexity. Using
simulations, we studied the performance of our inference algorithm and of several other
algorithms on the Metareg model and showed that we obtain a reliable inference even in
the presence of feedback loops and complex logic (Chapter 2.5).

3.2. Evaluation of a candidate network in accordance to data

In order to perform network reconstruction, or any other kind of comparison of
putative solutions, one has to examine numerous candidate networks and determine the
most appropriate one. This requires a way to score a specific network vis-a-vis the
available data. The standard scoring technique is to compare model predictions with
measurements, and assess how well do the network fits the data. If model predictions are
consistent with data, the network is adequately characterized. If there are discepancies,
the model should be refined to fit the data. Most scoring approaches evaluate the
consistency score, for example the percentage of agreement [76], the p-value of
maximum agreement [78], or the mutual information between predictions and
observations. In probabilistic models, the likelihood of the model given the data serves as
a direct measure of consistency, without the need to produce model predictions [64].
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In our deterministic discrete frameworks (Chapters 2.2 and 2.4), we used a
discrepancy score, a measurement of inconsistency instead of the standard consistency
measures. We defined discrepancy as the difference (or squared difference) between
model predictions and data measurements. Initially we developed the Funcfit score,
which calculates the discrepancy p-value. We used the chain functions model to show the
advantages of this score over extant scores (Chapter 2.2). Next, the discrepancy score was
applied also for the evaluation of cyclic deterministic models (Chapter 2.4).

For our probabilistic graphical model, we used a likelihood-based fitness score
(Chapters 2.5). We started with an initial model and tried to improve it by searching for
the modified model with the best likelihood score. The likelihood was computed by a
probabilistic inference algorithm (see Section 3.1). In a subsequent work (Chapter 2.6),
we argued that high likelihood score does not necessarily represent robust reconstruction.
Instead, we proposed a discriminative likelihood ratio score called improvement score,
which compares the likelihood of a candidate model vs. a null hypothesis model. By
using this score, we were able to identify significant and robust model improvements.

In order to evaluate only the structure of the model, without attempting to evaluate
the regulation functions, the scoring scheme is substantially different from the approach
described above. The common measure is the mutual information between the
observations of the parents and observations of the target (e.g., [60, 64, 79]). However,
the mutual information is very sensitive to over-fitting. To address this problem, we
developed the regSpec score (Chapter 2.2), which is essentially an approximate p-value
of the mutual information.

3.3. Reconstruction of the network

Learning the network model is often cast as an optimization problem, where the
computational task is to search in the solution space and find a solution of maximum
score. This optimization problem is often addressed using standard heuristic search
techniques (e.g., [64, 71]). Due to lack of comprehensive data, most of the practical
applications focus on particular sub-networks, particular modules or pathways (e.g., [65,
77, 80, 81]).

A relatively simple reconstruction goal is to optimize only single regulation
function. We showed that this function optimization problem is NP-hard in the discrete
framework of Metareg. Hence, we translated the problem to a combinatorial problem on
matrices, and provided a polynomial-time, constant factor approximation for learning the
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regulation of a single entity. The strategy was tested on the lysine biosynthesis pathway
in yeast (Chapter 2.4). A similar approximation was used for learning regulation
functions in the probabilistic framework (Chapters 2.5).

The more complicated reconstruction goal is to compute both structure and logic
together. The thesis research was started by analyzing the yeast galactose pathway,
assuming that its regulatory mechanism belongs to the chain functions model (Chapter
2.2). Due to the reduced size of the search space, it was possible to perform an exhaustive
search through all the solution space to find the solution with the best score. Next, in the
probabilistic Metareg model, we searched exhaustively for single-edge structural
modifications, but for each possible candidate edge, we had to re-optimize the regulation
functions and the missing parameters using an EM-procedure. This approach was tested
on the osmotic response network in yeast (Chapter 2.5 and 2.6).

3.4. Statistical significance of the results

A major challenge is to infer robust computational models and to be able to
evaluate the significance of the conclusions. Models with overabundance of potential
structures and parameters are at the risk of over-fitting and of non-specific predictions.
Moreover, learning algorithms might generate high rate of false positive results due to
multiple comparisons. Clustering and network reconstruction algorithms are commonly
used in bioinformatics analysis, but there are no agreed upon guidelines for statistical
evaluation of their results. In this thesis, we developed statistical methods for the
assessment of clustering models (Chapter 2.1) and evaluation of network features
(Chapters 2.5 and 2.6).

In Chapter 2.1, we devised a statistically-based method for the evaluation of a
clustering model according to prior qualitative biological knowledge. Given a vector of
(continuous or discrete) functional attributes for each gene (e.g., taken from the Gene
Ontology database [82]), our method tests the dependency between the attributes and the
grouping of the genes. The test can be applied simultaneously to all the attributes. We
validated our approach using simulated data and showed that our scoring method
outperforms several extant methods.

In Chapters 2.5 and 2.6, we assigned statistical meaning to learned features in our
network model. We derived p-values for the features using the standard bootstrap
method. In addition, we developed method for sampling from the network model, and
used it to compute p-values using a direct likelihood ratio test. We evaluated the accuracy
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of our approach using ROC analysis on simulated data and via cross validation tests on
empirical data. Finally, the biological conclusions were supported by several independent
experimental data sets.

3.5. An iterative reconstruction of molecular networks.

In real life science settings, reconstruction of molecular networks is an iterative
process that involves both computational analysis and laboratory experimentation [36,
83-85]. In chapter 2.3, we developed an experimental design approach for the
reconstruction of molecular networks in an iterative manner. Our algorithms perform de-
novo reconstruction of the model using a minimal number of experiments and genetic
perturbations, assuming accurate experimental results and the chain functions model. We
developed optimal iterative reconstruction schemes for several scenarios.

In chapters 2.4, 2.5, 2.6 our approach was different: We started with an initial
mathematical model of the system based on well-established available knowledge. The
model produces predictions (usually by simulations) on the behavior of the system, which
are compared with the experimental measurements. The mismatches between predictions
and observations were used in order to correct the model computationally. The
computational hypotheses should be validated in the laboratory, and the process can
iterate until an adequate model is obtained. We programmed a visual software application
that performs all these computational steps from model construction to generation of
hypotheses [86]. This work is not included in this thesis.

98



Bibliography

10.

1.

12.

13.

14.

15.

16.

17.

Gat-Viks, I., R. Sharan, and R. Shamir, Scoring clustering solutions by their
biological relevance. Bioinformatics, 2003. 19(18): p. 2381-9.

Gat-Viks, 1. and R. Shamir, Chain functions and scoring functions in genetic
networks. Bioinformatics, 2003. 19 Suppl 1: p. i1108-17.

Gat-Viks, 1., et al., Reconstructing chain functions in genetic networks. Pac Symp
Biocomput, 2004: p. 498-509.

Gat-Viks, L., et al., Reconstructing chain functions in genetic networks. SIAM
Journal of Discrete Mathematics, 2006. 20: p. 727-740.

Gat-Viks, L., A. Tanay, and R. Shamir, Modeling and analysis of heterogeneous
regulation in biological networks. Proceedings of the first RECOMB satellite
workshop on Regulatory Genomics, E. Eskin and C. Workman (editors), Lecture
Notes in Bioinformatics, Vol. 3318 pp. 98--113, Springer, Berlin. , 2005.
Gat-Viks, L., A. Tanay, and R. Shamir, Modeling and analysis of heterogeneous
regulation in biological networks. J Comput Biol, 2004. 11(6): p. 1034-49.
Gat-Viks, 1., et al., A probabilistic methodology for integrating knowledge and
experiments on biological networks. Proceedings of the Ninth Annual
International Conference on Research in Computational Molecular Biology
(RECOMB 05), pp. 31-47, Lecture Notes in Bioinformatics 3500, Springer,
Berlin, 2005. , 2005.

Gat-Viks, L., et al., A probabilistic methodology for integrating knowledge and
experiments on biological networks. J] Comput Biol, 2006. 13(2): p. 165-81.
Gat-Viks, I. and R. Shamir, Refinement and expansion of signaling pathways: the
osmotic response network in yeast. Genome Research, 2007(to appear).

Jeong, H., et al., The large-scale organization of metabolic networks. Nature,
2000. 407(6804): p. 651-4.

Milo, R., et al., Superfamilies of evolved and designed networks. Science, 2004.
303(5663): p. 1538-42.

Yeger-Lotem, E., et al., Network motifs in integrated cellular networks of
transcription-regulation and protein-protein interaction. Proc Natl Acad Sci U S
A, 2004. 101(16): p. 5934-9.

Sharan, R., I. Ulitsky, and R. Shamir, Functional analysis of protein interaction
networks. 2007: p. To appear in Molecular Systems Biology.

Tavazoie, S., et al., Systematic determination of genetic network architecture. Nat
Genet, 1999. 22(3): p. 281-5.

Aldridge, B.B., et al., Physicochemical modelling of cell signalling pathways. Nat
Cell Biol, 2006. 8(11): p. 1195-203.

Friedman, N., Inferring cellular networks using probabilistic graphical models.
Science, 2004. 303(5659): p. 799-805.

Janes, K.A. and M.B. Yaffe, Data-driven modelling of signal-transduction
networks. Nat Rev Mol Cell Biol, 2006. 7(11): p. 820-8.

99



18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

Gasch, A.P., et al., Genomic expression programs in the response of yeast cells to
environmental changes. Mol Biol Cell, 2000. 11(12): p. 4241-57.

Hughes, T.R., et al., Functional discovery via a compendium of expression
profiles. Cell, 2000. 102(1): p. 109-26.

Golub, T.R., et al., Molecular classification of cancer: class discovery and class
prediction by gene expression monitoring. Science, 1999. 286(5439): p. 531-7.
Beer, M.A. and S. Tavazoie, Predicting gene expression from sequence. Cell,
2004. 117(2): p. 185-98.

Eisen, M.B., et al., Cluster analysis and display of genome-wide expression
patterns. Proc Natl Acad Sci U S A, 1998. 95(25): p. 14863-8.

Patterson, S.D. and R.H. Aebersold, Proteomics: the first decade and beyond. Nat
Genet, 2003. 33 Suppl: p. 311-23.

Dunn, W.B., N.J. Bailey, and H.E. Johnson, Measuring the metabolome: current
analytical technologies. Analyst, 2005. 130(5): p. 606-25.

Buck, M.J. and J.D. Lieb, ChIP-chip: considerations for the design, analysis, and
application of genome-wide chromatin immunoprecipitation experiments.
Genomics, 2004. 83(3): p. 349-60.

Mockler, T.C., et al., Applications of DNA tiling arrays for whole-genome
analysis. Genomics, 2005. 85(1): p. 1-15.

Fields, S., High-throughput two-hybrid analysis. The promise and the peril. Febs
J, 2005. 272(21): p. 5391-9.

Tong, A.H., et al., Systematic genetic analysis with ordered arrays of yeast
deletion mutants. Science, 2001. 294(5550): p. 2364-8.

Giaever, G., et al., Functional profiling of the Saccharomyces cerevisiae genome.
Nature, 2002. 418(6896): p. 387-91.

Caenepeel, S., et al., The mouse kinome: discovery and comparative genomics of
all mouse protein kinases. Proc Natl Acad Sci U S A, 2004. 101(32): p. 11707-12.
Manning, G., et al.,, The protein kinase complement of the human genome.
Science, 2002. 298(5600): p. 1912-34.

Tamayo, P., et al., Interpreting patterns of gene expression with self-organizing
maps: methods and application to hematopoietic differentiation. Proc Natl Acad
Sci U S A, 1999. 96(6): p. 2907-12.

Ben-Dor, A., R. Shamir, and Z. Yakhini, Clustering gene expression patterns. J
Comput Biol, 1999. 6(3-4): p. 281-97.

Sharan, R. and R. Shamir, CLICK: a clustering algorithm with applications to
gene expression analysis. Proc Int Conf Intell Syst Mol Biol, 2000. 8: p. 307-16.
Sabatti, C., et al., Co-expression pattern from DNA microarray experiments as a
tool for operon prediction. Nucleic Acids Res, 2002. 30(13): p. 2886-93.

Ideker, T., et al., Integrated genomic and proteomic analyses of a systematically
perturbed metabolic network. Science, 2001. 292(5518): p. 929-34.

Spellman, P.T., et al., Comprehensive identification of cell cycle-regulated genes
of the yeast Saccharomyces cerevisiae by microarray hybridization. Mol Biol
Cell, 1998. 9(12): p. 3273-97.

100



38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

Cheng, Y. and G.M. Church, Biclustering of expression data. Proc Int Conf Intell
Syst Mol Biol, 2000. 8: p. 93-103.

Tanay, A., R. Sharan, and R. Shamir, Discovering statistically significant
biclusters in gene expression data. Bioinformatics, 2002. 18 Suppl 1: p. S136-44.
Ihmels, J., et al., Revealing modular organization in the yeast transcriptional
network. Nat Genet, 2002. 31(4): p. 370-7.

Tompa, M., et al., Assessing computational tools for the discovery of transcription
factor binding sites. Nat Biotechnol, 2005. 23(1): p. 137-44.

Segal, E., et al., A module map showing conditional activity of expression
modules in cancer. Nat Genet, 2004. 36(10): p. 1090-8.

Tanay, A., et al., Revealing modularity and organization in the yeast molecular
network by integrated analysis of highly heterogeneous genomewide data. Proc
Natl Acad Sci U S A, 2004. 101(9): p. 2981-6.

Huang, E., et al., Gene expression phenotypic models that predict the activity of
oncogenic pathways. Nat Genet, 2003. 34(2): p. 226-30.

Mootha, V.K., et al.,, PGC-lalpha-responsive genes involved in oxidative
phosphorylation are coordinately downregulated in human diabetes. Nat Genet,
2003. 34(3): p. 267-73.

Bailey, T.L. and C. Elkan, Fitting a mixture model by expectation maximization to
discover motifs in biopolymers. Proc Int Conf Intell Syst Mol Biol, 1994. 2: p. 28-
36.

Kellis, M., et al., Sequencing and comparison of yeast species to identify genes
and regulatory elements. Nature, 2003. 423(6937): p. 241-54.

Tanay, A., I. Gat-Viks, and R. Shamir, A global view of the selection forces in the
evolution of yeast cis-regulation. Genome Res, 2004. 14(5): p. 829-34.

Xie, X., et al., Systematic discovery of regulatory motifs in human promoters and
3" UTRs by comparison of several mammals. Nature, 2005. 434(7031): p. 338-45.
Bussemaker, H.J., H. Li, and E.D. Siggia, Regulatory element detection using
correlation with expression. Nat Genet, 2001. 27(2): p. 167-71.

Conlon, EXM., et al., Integrating regulatory motif discovery and genome-wide
expression analysis. Proc Natl Acad Sci U S A, 2003. 100(6): p. 3339-44.
Bar-Joseph, Z., et al., Computational discovery of gene modules and regulatory
networks. Nat Biotechnol, 2003. 21(11): p. 1337-42.

Tanay, A. and R. Shamir, Multilevel modeling and inference of transcription
regulation. J Comput Biol, 2004. 11(2-3): p. 357-75.

Sharan, R. and T. Ideker, Modeling cellular machinery through biological
network comparison. Nat Biotechnol, 2006. 24(4): p. 427-33.

Jansen, R., et al., A Bayesian networks approach for predicting protein-protein
interactions from genomic data. Science, 2003. 302(5644): p. 449-53.

Matthews, L.R., et al., Identification of potential interaction networks using
sequence-based searches for conserved protein-protein interactions or
"interologs". Genome Res, 2001. 11(12): p. 2120-6.

Kelley, R. and T. Ideker, Systematic interpretation of genetic interactions using
protein networks. Nat Biotechnol, 2005. 23(5): p. 561-6.

101



38.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

Ideker, T.E., V. Thorsson, and R.M. Karp, Discovery of regulatory interactions
through perturbation: inference and experimental design. Pac Symp Biocomput,
2000: p. 305-16.

Akutsu, T., S. Miyano, and S. Kuhara, Identification of genetic networks from a
small number of gene expression patterns under the Boolean network model. Pac
Symp Biocomput, 1999: p. 17-28.

Liang, S., S. Fuhrman, and R. Somogyi, Reveal, a general reverse engineering
algorithm for inference of genetic network architectures. Pac Symp Biocomput,
1998: p. 18-29.

Thieffry, D. and R. Thomas, Qualitative analysis of gene networks. Pac Symp
Biocomput, 1998: p. 77-88.

Dhaeseleer, P., et al., Linear modeling of mRNA expression levels during CNS
development and injury. Proceedings of the 1999 Pacific Symposioum in
Biocomputing (PSB 99), 1999: p. 41-52.

Ronen, M., et al., Assigning numbers to the arrows: parameterizing a gene
regulation network by using accurate expression kinetics. Proc Natl Acad Sci U S
A, 2002. 99(16): p. 10555-60.

Friedman, N., et al., Using Bayesian networks to analyze expression data. J
Comput Biol, 2000. 7(3-4): p. 601-20.

Sachs, K., et al., Causal protein-signaling networks derived from multiparameter
single-cell data. Science, 2005. 308(5721): p. 523-9.

Kim, S.Y., S. Imoto, and S. Miyano, Inferring gene networks from time series
microarray data using dynamic Bayesian networks. Brief Bioinform, 2003. 4(3):
p. 228-35.

Gardner, T.S., et al., Inferring genetic networks and identifying compound mode
of action via expression profiling. Science, 2003. 301(5629): p. 102-5.

Segal, E., et al., Module networks: identifying regulatory modules and their
condition-specific regulators from gene expression data. Nat Genet, 2003. 34(2):
p. 166-76.

Imoto, S., et al., Combining microarrays and biological knowledge for estimating
gene networks via bayesian networks. J Bioinform Comput Biol, 2004. 2(1): p.
77-98.

Herrgard, M.J., et al., Integrated analysis of regulatory and metabolic networks
reveals novel regulatory mechanisms in Saccharomyces cerevisiae. Genome Res,
2006. 16(5): p. 627-35.

Klipp, E., et al., Integrative model of the response of yeast to osmotic shock. Nat
Biotechnol, 2005. 23(8): p. 975-82.

Hoffmann, A., et al., The IlkappaB-NF-kappaB signaling module: temporal
control and selective gene activation. Science, 2002. 298(5596): p. 1241-5.
Schoeberl, B., et al., Computational modeling of the dynamics of the MAP kinase
cascade activated by surface and internalized EGF receptors. Nat Biotechnol,
2002. 20(4): p. 370-5.

Kschischang, F., B. Frey, and H. Loeliger, Factor graphs and the sum-product
algorithm IEEE Trans. Inform. Theory, 1998.

102



75.

76.

7.

78.

79.

80.

81.

82.

83.

84.

85.

86.

Yeang, C.H., T. Ideker, and T. Jaakkola, Physical network models. J Comput
Biol, 2004. 11(2-3): p. 243-62.

Covert, M.W., et al., Integrating high-throughput and computational data
elucidates bacterial networks. Nature, 2004. 429(6987): p. 92-6.

Kumar, N., et al., Applying computational modeling to drug discovery and
development. Drug Discov Today, 2006. 11(17-18): p. 806-11.

Tanay, A. and R. Shamir, Computational expansion of genetic networks.
Bioinformatics, 2001. 17 Suppl 1: p. S270-8.

Pe'er, D., A. Regev, and A. Tanay, Minreg: inferring an active regulator set.
Bioinformatics, 2002. 18 Suppl 1: p. S258-67.

Lee, E., et al.,, The roles of APC and Axin derived from experimental and
theoretical analysis of the Wnt pathway. PLoS Biol, 2003. 1(1): p. E10.

Hendriks, B.S., et al., Computational modelling of ErbB family phosphorylation
dynamics in response to transforming growth factor alpha and heregulin
indicates spatial compartmentation of phosphatase activity. Syst Biol
(Stevenage), 2006. 153(1): p. 22-33.

Harris, M.A., et al., The Gene Ontology (GO) database and informatics resource.
Nucleic Acids Res, 2004. 32(Database issue): p. D258-61.

Workman, C.T., et al., A systems approach to mapping DNA damage response
pathways. Science, 2006. 312(5776): p. 1054-9.

Ben-Tabou de-Leon, S. and E.H. Davidson, Deciphering the underlying
mechanism of specification and differentiation: the sea urchin gene regulatory
network. Sci STKE, 2006. 2006(361): p. pe47.

Mogilner, A., R. Wollman, and W.F. Marshall, Quantitative modeling in cell
biology: what is it good for? Dev Cell, 2006. 11(3): p. 279-87.

Ulitsky, L., I. Gat-Viks, and R. Shamir, MetaReg : A tool for modeling, analysis
and visualization of biological systems by using large-scale experimental data. In
preparation., 2007. www.cs.tau.ac.il/~rshamir/metareg/

103



TeL AVIV UNIVERSITY # 22NN NU'O21IN

177X0 "7 T WY 0T 0y TR nu'vizen

avnNnn 'vn? 1500 N

NIAI71IMA RINWAITRYYT NIMIY'N NIV

NIMX7177M

"N'91017'97 N0IT" AININ N7 DWT7 AN

op'I-Na N"'Y NKN

Y N '919 W Inniana

X" NU'oNANIX 7w BXIOY WAIN

2007 N






n'xnn

D"TOINN DPANKN TNX XIN NITNY D71 N'RNN NI7'W9 NIVZIY NIMKZIZ7M NInwN
NIYTTN NIMIZID0 .NIAdM NI NDyN an? nTmn n2i7mn 9w oM
NX7IP7MN NWAN 7Y 11011 ,NIAT 12 DPIR717M DRI 197X 7w TN NINWONN
D'77TIN NIN'S ,NIMKX7IF7IN NINWIA OIY IT DTN IRINAN 7NNN .NRIY 02N NN
JMI72m nimTn 178 0'9Tin Npon? D'MNNIATR DAl L NI JIRMY? Dronnn
nnNpY 9700 ,5TN NNIpN Y 2N [11Ian IMn Ngon NNYOKNN INN'OY NIV'YN
NP NIAITM NITTTL L NI DYPRD Y Apmynl DTIot n1an L,0v77 ol
D'NIN X D'OIND MW NI NITTA 7V 178 NIV'YWA wIN'Y NIYXAKXK] .71TA 0N
NDWNN NIANINN 7W TN IWOKRNA 021717 DN D'OANN 07T 7w 271Un NNy
N2 NAI7MN NDWNAN NITIX NIYTN NNAM NP0N NMWOKRN NRT TN N71D' .NIRNN

STV APNNY 0'01 IIN'Y NNYWN



'D vy

178 DM DMNT-10 N7 NITIRTIM 197X W AT NNWONNA NIIRIDL-I'A NIV'Y
D' 0N IT N2AI7000 79 DMIY'D .0IW D'RIN DNN D'RDN NIANINNN DX D'OpPWn
['2 D'ON' ¥ NINWA N2 N7 NIZIR7mM 7@ TI79Nn N1an 0dINAa 077101 ,001anl
T2 .0"NKIDY D719'0 W NIWYOWAN [I'OXI ,NI7NN W DTIAR'T N7 nivipim
NNWONN NIYTNN NIMIZI00N ,TTA 1270 IX [A 17NN ITPANNY NIFMIoN NIv'w?
.0"72172 07NN NRNRY 7w N1anl ,NAAT 12 XKN2 DAIYIE DY DAY 7Y pnn
NP'Myn n1an awn? o' N o,nMIuota MIWKIN Dyo LI7X NII7o0 NArya

NN D7y 7w N771

D2 D'¥ANN YD D29 ,NINNRD DAY NIAIRIDL-ITAN NIV'WA NINNSNN IKY?
11 YyT'N .0'WTNN DIMINN YT NEo9ni NN NNUNY NMIY'N NIMIZITNMA NIN's7?
[121 .NMIRZ1I77MN WD 7Y NI D210 D12 A'Wn7 Nan 7Y TR Q71N 0IY NNpnn
NI NINYY ,INM DN DMATIANINA 17'9X1,YXANNN 20N pNan NN 07

X172 1IMYID 1272 NNILo

¥ 'onnn 7TIN NNA7 ' AN D210 NI NEARIMRN DIMYIN DX DN Nn 7y
nnNpy 1T (1) :071W 0RI0N NNAM YR 1YY 'oNNnn 7TImn NN nd>vnn
NYI1 DO'NDY D0 (1A NI NNRRN ARN? 70 7Tmn 7w 770 nima - o'
0'01 7V NIYY'N7 712! NN N¥190 12 - DIFTIPON MRDN ok (2) [11,12]
7Tin - 7N ndyna nanann nimA (3) .([13,14] xnat? axd) 2wnn 7Tmn
Apnnn L([15-17] XnaT? NXY) D2IW O'RIN NNN NDIYAN Q¥ DX NI9Y? 710 21wn
JNRTIP7M0 NN NIRNINN NINAY NIYann NIYRYA TN IT At IRINNN

JIMK71771M NINYA Y 0N 12 N7 Y2ua 0TI ThYY1 10N nnaon

NnIMX719190 1'0 [18,19] 01 1012 7w Q' NN NITTT L NIYATAN NFARIDLN fan
-2 NTTTA NMYONAN D"AI71'2 DAY 7W DfA17100 NIYXNNRA NIYYY (78 DITTA .NM
Oi7'n NIANY NITTAY NID0I NI NIRPDLV NN .NYY K" N7 1998 79 nant
RID DT 9'N 2N YT XN NI'YoI NIZIR7M 10 j1an 72y ymn nnnnw [23-31]

2'YI VIO NN WONN 1R P71,10N 177021 ,n0m ,wyin

DO'7NN 7Y 17 NIX1Y 0TTYIMN DMIYN DTN 7Y 0'WRY DRAI0 nWI7Y DNty
S7RNAI9 QNI N1dN 0y N Ni7R7m v (0nax) nivinp? apizn (1) :ovRn
D2ax'MN 0'71m (3) 21,0MIKIE7IMN DAPIND 1 DIYPRIVI'R DRNINN DTN (2)
NN NYONN NIYAN WI7Un NNKR 72 .0"IX7I77M0 0'2DINn 2 nu™vn 'on' NX
[N NIV'WAI D'ANNIIATRD .DIIYI DY D'YNIIDIK "AI0 AI7'W NITYA D"AI71'2 DRIN)

707 nIvNI9N D'7TIMN M TNR 72 NIV D'YNNYN



DU7NAIXFAID DX NA7IAN N>YNA NiTn

[122) D"AI7'2N D'2ADINN NRIZN XKD 2NN 9PN NI NITTA NN DN Q%Y
NIYXNIX] NAYIN IT ARI7N .NONIYN NIANINN N'AN DY NIXAR? (n'7w X" ,011%0
DAY DNN'M 178 DN .DNAYY DM DI7n KIXNY DTV DRNNIATR
NTI5NI (MW7 TNX D'AIT 71X 721 DMARN) DNAXD )N NIFAMINA DRA'DINAN
NPI7N NIV'Y .(N7T2) NIANINN ‘7Y DN DY 0NN 0NAKR) DNRAND | DAY
JIM'0NNI9I'R D2 NIXIAR NNXYAL A 0 7Y NI7ITA NIXNon 2V Niysin Daxy
,[22] D1x? N NN 7Y 0rooannn ,0Max? NpI7N? 0N DMNNIAR INNID
NONIYN NIANINN N7V NIXIAYR) DAX-IT? Api7nt, [32-34] nixnp? 1w npin
yT'n 110 190N NIA7wUnn NIV'YW Nz 2 nd .[38-40] (0™o01n 7w nx¥p Nnna N
NYNAMYZION NINAN DX [2AN7 N 7y .[42,43] oax? nnixa api7n nna'? nan by
M 7Y YR DR CINTENRIKZID DYYN NIMKRY? NIV 0'7'YON 012 MY 7Y

[14,41] pinyvw

NI'YPXILVI'X YYD NN NdYNN AIX"

70M AN .91 NIWYNXA 'UPIV0AX DI NAXIM NN NdWYAN IT NU'YA
2 NIXPRIVIN NIAX'N AN NINYRE L,DMIR7IP7M DD Dax'nn DrTipTIR
-12'7Nn NPYPRIVIN MW ' [IYXRID 7TINN .0XI91 D'7TIN QW DMYR .0'1nINn
NITNIYN IT YD .0121A70 DN D TIRTRA DAXIMA DIX7I77mn 0R2DINn N1 ,jnn
yT'n A10 DY 217'w1 ,001270 2 DIYPRIVIR 7W ' NIANY DR DT DAyl
0'01 7y .[54-56] b nX DMTIAINT DRIWNL XN DIPM ,'7R3%219 YT [120 D'O01
([13] n'jpo NX1) DIIA7N 7w 2A17MAN DTIRPON '2A7 N1ANN NN DX 19WY7 [N, NYWIN

[10-12,57] 072172 nnpy a7

PINYUN MO 7W X" NMYORN IT YA . [I7N-X"IT NIYZRIVI'R MY KIN 901 77N
M1j720 NI IX L, ZINYY NI DA NN P71,000 TAR 7D T 7V 0'07win Dmanl KN2
NION MNK7 PINYVY "M YR DTN 7Y N00IAN NWAN "INpPY [9IKA L ZINVY 7Y
D'S¥Y [1AD ,0'901) YTM NNIpnn yTn 2747 Nl NimTan wyl 7wl 07X XM

[14,50-53] 02 1o 7y y1ni,[46-49] n'nina

"2 N7 7¥2 'UnNnn 7TIND AR 7N NYAN axe

NN DNNRNNN NIRRT 2NN) YIN'Y QWY1 DMIIon DNR7Ip7m naiira
[12DN1 ,0"10 NIKXIN  NIAN ,A'YNMIIDIRN [AIX? NIYNWN 178 NINKAXR'T Nk
M72 WY1 ,97'0 2N YT DNX'IN DIYITAN DIFZID07 NITN L1203 .0'901 010"
772 ,72'97 .n0wnn v 0'En v OIR? 't NN DT 2T 91X WI9Y MWDK



NIANINN DX NISX? 721000 77D ,"aIW'N 91X NAI71AN NDIYNAN DX XLVA7 NI¥N
N> .7TINN 2'0 DR TMX? [N ,nTayna NITTNY7? 77mn 12 DRIYN DIV .DDwnn
NNRNN A'WN7 NIn 7y ,7'wi Mo DI TN 19w omnniiaR 7'won? na L p
NINYY 11 1219 N7 52 0'onnn 07T N2 .0to01Y% 7Tmn A Nk nalo
,I7NN0 212201 207 nan 7y 'l aIwnN TYY KN ,DTRN NI7NN2 DNIYzn Drakm

JI'RIDN ATIAN'TI NISINN [1IDN7 NN NNNN 7u2 NIFY Myl

NIANINNN DX AWNY7 [N NNAY NIR'YAN 7¢ N0WON ' 1121 WD 71 'onnn 7TIn
LU0 T Y 77D 0T axim TN CXIN 702 nownn anann TR 7D 7Y nnoxn
2 NVYYW 'ON' DX AX'N NINYPN 12221 ,0MA171'"2 DAY DAY DTIRTIRN UKD
79 NN X NRNNN (D'Y721) 0172 N'yzi9 nonim TIpTIR 2% .0ranann
QXN DINYA IR NIFMIXZIZ70 DN DML NIFNg TR NINYA .JDM00MNN NYOwnn
N'N DNIX DD'70NN IR NDIN2 02NN 7V T'Ynn DWW NIdN NYan DNYY LD 1nd
NITYA NAXIM NIFNY D70 NWAN L(N1721200 DN IR DINIR DN ,RNAIT?) Nax'n
,D"ANI'T IN D"VVO ,0"NINANON IX D''0V0''NNVT ,0'9'X) IX DT T2 D''UNNN 0'7TIN
niox L[58-60] niTTa NINWAY 07T INNID ,XNAIT? .NRIY 'URnNn VNS NNl
D'AXIMN 0D"NNANOoN 0'71mi L[63] NifeR'¥IN9T NIXNIWA 7V D'ooIann N'7XD ,[61,62]

.[64-66] NNt ninwN T Y

NINND TN NI DMt NRNNSN ANTN 7TIA X' 77N IThwa NN 2'van
NYIN NX [INV] NINT? NN 7Y DIM) 7W Mawn NN X7 NIND NWATL ,DMYONR
NIINN97 WI9'NN 2NN DX 077220 ,NYIN 7 ITA'Y TWOKRYT? NIn 7V . NNIR71p7mn
AN DY DTEmMN 2170 yT'n DX 2107 N1 .0Tpm YT 0'0a 7y N7 nnao
- VAN "1an 2y MRy (1) :0'¥nI91'Rn 210 0'02 7V, NIMIALR YAIXT? wnnwnY
NIz NNYN 7 N N1ana NIny DYan n1an 7y N nitaana win'y
Man Nipaal? 9y ni7aan IX,TIRTRY? NI01DIN NINYPZN 1501 N71an ,XNAIT?)
T 7Y MTNIYAN YN N1an 7¥ 2'on - nYAn n1an 7 'nimd yT (2) .([67,68]
NNAIT? NRD) RMT-|2A701 270-[27N0 NIYPRIVIR 7Y Q' NIANY DML NITTN
ninn v YT OINT - XYM nexpRn amam 2y o oy (3) L([69,70]
D"VY'7 DMUNI9 7Y N'MIND A'YMISYR K77 NIMKZIP7IMN NIWsSwnnl 070NN
y1 .(4) .[15,71-75] At 210n yT' DA%7wUnn D'7TIN 190N DY NIYPRD 'WIARI
NITIK 1'V2 KIN DN MINdN YT DID - NIMKR2R7IM DrYgRn 212 7 'mimd
NI720N NINWY JITNYWA 17'Ya NAZIYUN 1T D'¥NIIDYRIE L NIY7IA0Nn NIYPR™M 'y

.[15,76]



nTNA 021750 DMINRND PN

D'01D] 1A¥INI D"'YTA NY AN 1N0I9 TWN ,DNNA YW 7Y Nooin IT Ty
:DINNNN XPN VN 707 .01V TN

1. Scoring clustering solutions by their biological relevance.
Irit Gat-Viks, Roded Sharan and Ron Shamir.
Published in Bioinformatics [1].

.NIT 10 NAN 7V D2 NAY INT KN DDA 0T NITTN W NT7aNa N QY
217 YT 0'0a 7V 0MAX? NAIMa NRI7n N>WWN7 N'VO'VLO NLU'YW NNN'D IT NTIAY]
D'VNN9N DX 1NAY7 IX ,D7IY ARI7N NINN9 NHYA7 NI ,N0'WN NTYa 0TI
7v T'n* TA'M7 n700 7Y Nooian NLV'WN .0MAX? DPI7N MMNMRYR 1Y Dravnn
NNIYN |2 ON'N NX DOPN? N1UNA ,0AN N TNXR 7D NITIR D*AI71FAN D2ININ VI
TRV, TN AT NAVINY INKRT7 VTN 7Y awinn [I'¥n .0Nxn )imal 0NAxn A
[I'¥ TINND NV'WAY 1'RINLIDWY DY7IN'0 NIRPTAA .NNIYA 7¢ MON19-X NINA
750N NDIWN7 NNNBY NU'YWA NYNNYN .NNNK NI0'WA D'INYIN DAYA NI 21N

.DNYA XNNITAN NITIR 021N 0'02 7V DM'AX? NpI7n NN

2. Chain functions and scoring functions in genetic networks.

Irit Gat-Viks and Ron Shamir.

Published in Bioinformatics journal supplement for the proceedings of The
11th Annual International Conference on Intelligent Systems for
MolecularBiology (ISMB 2003) [2].

D"UNNN D'7TIN N2 NI'0'0A NI'VA MY OY TTINNNY *T22 NIV'Y INN'S IT NTIAY
X N0 DX DTN R NIYRIN DYAD LZIMYY NINWAY 1Y 1A N7t fya
N'Y9 NN NN NN NAION NIMWOR ZINYY N2 NIYAI9 7 Nnynixn
NNXNIXA NP7NN YN .ZINYYN NN NIPY219 2'0 IR TINKT? 1IN 7Y NN nown
DX NINN .NIYIY NIYID DIFNER NI NIDIYAL NINDY AP N0 7Y
NMPAN NIYIID 190NN NYRNNIDOPK [V KINW 1I'RINI NP7NNL NIY2AI90 190N
NIYTN NOIYA NN MY DTN .PINYY MR 7w 1900 INIK DY NIMRY7a0
MR NXAP 2 AMMXNNN DX DTAIR DNX DN NIFO'VLVO NIV'Y 7V NI0oIANN
JAIMYYa N0MYT7 N'9'YO0 DYDY NN NNLVN NTMIYALL,NT0NN AL PINYYUN
NX 1'KON ,DNNWA TIOR7aN IXY NDYNAN 0YAI7IM DM 7Y DNNIATRN NpP'Taa
PIFTN DRI LINN'DY NDWAN NIV'WAL NMYIYN NIYAI9) win'y? W'y nininnin

JZINYY NIj2 NINWY N2 Mzn NNU'YWY



3. Reconstructing chain functions in genetic networks.

Irit Gat-Viks, Roded Sharan, Richard M. Karp and Ron Shamir.

Published in Proceedings of the Pacific Symposium on Biocomputng (PSB
04) [3] and in SIAM Journal of Discrete Mathematics [4].
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4. Modeling and analysis of heterogeneous regulation in biological
networks.

Irit Gat-Viks, Amos Tanay and Ron Shamir.

Published in Proceedings of the First RECOMB Satellite Workshop on
Regulatory Genomics [5] and in Journal of Computational Biology (JCB) [6].
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5. A probabilistic methodology for integrating knowledge and
experiments on biological networks.

Irit Gat-Viks, Amos Tanay, Daniella Raijman and Ron Shamir.

Published in Proceedings of the Ninth Annual International Conference on
Research in Computational Molecular Biology (RECOMB 05) [7] and in
Journal of Computational Biology (JCB) [8].
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6. Refinement and expansion of signaling pathways: the osmotic
response network in yeast.

Irit Gat-Viks and Ron Shamir.

To be published in Genome Research [9].
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