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The DNA damage response (DDR) is a vast signaling network that is robustly activated by DNA double-
strandbreaks, the critical lesion inducedby ionizing radiation (IR). Althoughmuchof this responseoperates
at the protein level, a critical component of the network sustains many DDR branches by modulating the
cellular transcriptome. Using deep sequencing, we delineated three layers in the transcriptional response
to IR inhumanbreast cancer cells: changes in theexpressionof genesencodingproteinsor longnoncoding
RNAs, alterations in genomic binding by key transcription factors, and dynamics of epigenetic markers of
activepromoters andenhancers.We identifiedprotein-codingandpreviouslyunidentifiednoncodinggenes
that were responsive to IR, and demonstrated that IR-induced transcriptional dynamicswasmediated large-
ly by the transcription factors p53 and nuclear factor kB (NF-kB) andwas primarily dependent on the kinase
ataxia-telangiectasia mutated (ATM). The resultant data set provides a rich resource for understanding a
basic, underlying component of a critical cellular stress response.
INTRODUCTION

The DNA molecule is highly susceptible to the action of endogenous and
exogenous DNA damaging agents (1). Defending against this continuous
threat to genomic stability is critical for cellular homeostasis, for proper or-
ganism development, and for prevention of undue cell death, cancer, and
premature aging. The DNA damage response (DDR) is a signaling network
that activates crucial DNA repair mechanisms and an elaborate series of
events that swiftly modulate many physiological processes (2, 3). Its impor-
tance is highlighted by mutations that lead to serious genomic instability
syndromes, usually characterized by degeneration of specific tissues, cancer
predisposition, and sensitivity to DNA damaging agents (4, 5). A broader
effect on public health is conferred by heterozygosity for mutations that in-
activate certain DDR players, such as the breast cancer–associated proteins
BRCA1 andBRCA2, the transcription factor p53, andmismatch repair pro-
teins. Such genotypes result in predisposition to specific cancers, emphasiz-
ing the intimate link between the formation and progression of cancers and
genomic instability [reviewed in (6)]. Furthermore, it is becoming clear that
differences in maintaining genomic stability are reflected in the variations
observed in aging and associated diseases in the general population (7). Fi-
nally, because first-line treatment modalities for many cancer types are
based on radiation and DNA damaging chemicals, these modalities can
be modified and refined only by understanding the DDR (8, 9). An impor-
tantmodel lesion in the studyof theDDRnetwork is theDNAdouble-strand
break (DSB)—an extremely harmful DNA lesion that vigorously activates
this network (2, 3, 10). DSBs can be induced by ionizing radiation (IR),
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radiomimetic chemicals, or endogenous reactive oxygen species. They also
accompany physiological genomic transactions such as meiotic recombina-
tion (11) and the rearrangement of antigen receptor genes in the adaptive
immune system (12). Within seconds of DSB formation, the DSB response
network activates repair mechanisms and specific cell cycle checkpoints,
moderates protein synthesis, activity, and turnover, and regulatesmanyother
aspects of cellular metabolism. The chief transducer of the DSB response is
the protein kinase ATM (ataxia-telangiectasia mutated). This homeostatic,
versatile protein kinase is strongly activated after DSB formation and mo-
bilizes the cellular response to the lesion by phosphorylating key players in
its numerous branches [reviewed by (13)]. The DDR is a multilayered pro-
cess that impacts the epigenome, transcriptome, RNA processing and
translation, and protein dynamics. It induces posttranslationalmodifications
(PTMs) in numerous proteins that affect their function, stability, subcellular
localization, and interactions (14). Despite this marked complexity, the pro-
cess is highly structured in time and space and meticulously controlled. An
overview of the DDR requires a systems biology approach (15–18). Al-
though the dynamics of protein PTMs and their functional consequences
are relatively fast and readily discernible, a deep, vast layer of the DDR op-
erates at the level of gene expression. It complements the dynamics of pro-
tein PTMs by maintaining cellular homeostasis during DNA repair,
particularly if the cell cycle is arrested, or during programmed cell death
if that route is initiated (19). Previous studies of gene expression after
DNA damage or physiological DNA breaks relied mainly on gene ex-
pression microarrays. The powerful successor of this technology, RNA
deep sequencing (RNA-seq), offers a considerablymore profound and less
biased view of the cellular transcriptome. Gene expression can be sur-
veyed at an unprecedented depth because of the precision and high reso-
lution of this technology and its ability to capture weakly expressed RNAs
as well as RNA species that are usually not represented in commonmicro-
arrays (20). A similar quantum leap was made in mapping the genomic
binding of proteins, such as transcription factors, when deep sequencing
was combined with chromatin immunoprecipitation (ChIP-seq) (21, 22).
Here, we integrated RNA-seq and ChIP-seq analyses to explore the IR-
induced modulation of the cellular transcriptome and cistrome of key
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transcriptional regulators, and correlated these alterations with those of
epigenetic markers of active enhancers and promoters. The results delin-
eated this arm of the DDR and its regulators in great detail and substantiate
its importance in what seems to be one of the most extensive cellular re-
sponses to a stimulus.
RESULTS

Transcriptome dynamics after X-irradiation
To obtain a comprehensive view of the modulation of the cellular transcrip-
tome in response to IR, we analyzed the IR-induced response in the CAL51
breast cancer cell line, established from pleural effusion of metastatic breast
cancer (23). CAL51 cells exhibit morphological and immunohistochemical
characteristics of epithelial mammary cells, are tumorigenic in nude mice,
and havewild-type p53 and a normal karyotype.We confirmed that CAL51
cells show typical DDRs to X-irradiation: their cellular sensitivity to IR
was markedly enhanced upon chemical inhibition of ATM (fig. S1A), and
they activate DNA damage–induced cell cycle checkpoints in an ATM-
dependent manner (fig. S1B). X-irradiation induced in these cells ATM au-
tophosphorylation and phosphorylation of several ATM substrates, as well
as increased abundance of p53 and p21 (encoded by CDKN1A, which is a
p53 target induced by DNA damage) (fig. S1C). To determine informative
time points for transcriptome profiling after IR treatment, we initially used
expressionmicroarrays to characterize this response in CAL51 cells at eight
time points during the first 24 hours after irradiationwith 5Gyof x-rays.We
identified twowaves of gene induction after irradiation: genes peaking at
4 hours were labeled early responders, and genes peaking at 8 hours were
labeled late responders (fig. S1D and table S1). These time points were then
selected for RNA-seq experiments. Having found early on that transcrip-
tome dynamics were very sensitive to minor stresses (such as removing cell
culture flasks from the incubator and handling them during treatment and
analyses), we used time-matched unirradiated cultures as controls for each
time point, in addition to the zero-time cultures. These control cultures were
handled identically to the experimental cultures, except that they were not
irradiated.

The number of RNA-seq reads that uniquely mapped to the human
genome ranged from 45 to 68 million per sample (table S2). Overall,
we detected the expression of 18,054 genes, of which 11,113 were
protein-coding. To examine this data set for genes that responded to radia-
tion treatment (Fig. 1A), we set an adjusted fold change threshold. Because
measurement variability is greater among lowly expressed genes, the
adjusted threshold is more stringent for these genes compared with the
highly expressed ones (Fig. 1B and fig. S1E). We detected 299 and 382
genes that had increased expression at 4 and 8 hours, respectively (table
S3A), with substantial overlap between the two groups (Fig. 1C). Notably,
the number of repressed genes detected at 4 and 8 hours [74 and 32, re-
spectively (table S3B)] was about fivefold less than the number of induced
genes. According to Gene Ontology (GO) enrichment analysis (table S4),
the most highly enriched population was genes that encoded apoptotic
proteins (55 genes) including BAX, BBC3, FAS, and many members of
the tumor necrosis factor (TNF) receptor family. Additional overrepre-
sented categories were “regulation of cell growth” and “response to hy-
poxia.” The set of repressed genes was highly enriched for cell cycle
Fig. 1. IR-responsive genes identified using RNA-seq. (A) Example of an IR- those whose fold change was at least 2.5-fold the SD (dashed blue lines).

induced gene, PHLDA3, detected by RNA-seq at 4 and 8 hours after ir-
radiation of CAL51 cells with 5 Gy of IR. (B) RNA-seq of gene expression
in control and after IR. An adjusted fold change threshold was set to define
IR-responsivegenes: the SDof fold change (at a log2 scale) was obtainedas
a function of expression, and responsive genes (red dots) were defined as
Data are shown for the 4-hour time point. Genes (299 and 74) were defined
as IR-induced and IR-repressed genes, respectively. RPKM, reads per kilo-
base permillion reads. (C) Overlapbetweengenesdefined as IR-inducedor
IR-repressed at 4 and 8 hours after irradiation. The list of genes is provided in
table S3. All data are representative of two independent experiments.
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genes (34 genes), especially those that encode proteins that function in
the M phase (22 genes).

Control of the transcriptional response to IR by p53,
NF-kB, and ATM
Pathway analysis indicated that the group of IR-induced genes was highly
enriched for p53-associated signaling pathways (fig. S2A), suggesting that
p53 is the key regulator of the transcriptional response to IR. We examined
how much of this response was p53-dependent by decreasing p53 abun-
dance in CAL51 cells using RNA interference (fig. S2B) and reapplying
RNA-seq to p53-deficient and control cells 4 and 8 hours after irradiation.
Cluster analysis applied to the combined RNA-seq data set identified the
major kinetic patterns exhibited by the IR-responsive genes—induced or
repressed (Fig. 2 and fig. S2C, respectively, and table S5)—and demon-
strated a crucial role of p53 in this response. Knocking down p53 compro-
mised the vast majority of the transcriptional response to IR, largely
abolishing both induction and repression of gene expression. Although
most of the IR-induced gene clusters showed a p53-dependent response
(see clusters 1 to 3 in Fig. 2 and table S5), one relatively small cluster con-
tained geneswhose induction in response to IRwas notmarkedly attenuated
upon p53 silencing (cluster 4 in Fig. 2 and table S5). This cluster contained
several genes that encode key components of the nuclear factor kB (NF-kB)
pathway [including NF-kB subunits (NFKB2 and RelB) and major regula-
tors of that pathway (NFKBIA and NFKBIE)] and direct gene targets of
NF-kB (BIRC3,CD83, andTNFAIP3). Activation and stabilization of p53
after the induction of DSBs are ATM-dependent and are carried out by an
ATM-directed network involving at least a dozen direct and indirect
ATM substrates [reviewed in (13)]. To examine the ATM dependence of
the IR-induced transcriptome modulations, we applied the ATM inhibitor
KU-55933 to CAL51 cells, which were then irradiated along with inhibitor-
free and p53-deficient cells, and monitored the transcriptome dynamics
using expression microarrays. The effect of ATM inhibition was stronger
than that of p53 silencing (Fig. 3A and table S6), indicating the greater
control thatATMhas over this process.Our experiments identified numerous
genes that are induced in response to IR through the ATM-p53 signaling
axis. For validation, we selected 13 genes encoding proteins whose role in the
DDR had not been characterized in detail. Quantitative real-time polymerase
chain reaction (qRT-PCR) analysis validated the ATM- and p53-dependent
IR induction of all 13 genes (Fig. 3B). Among them areAEN, which encodes
a nuclear exonuclease required for p53-dependent apoptosis (24) and was
recently linked to p53-dependent autophagy in response to DNAdamage
induction (25); LRDD, whose protein product interacts with several death
domain proteins, such as Fas-associated death domain (FADD) andmitogen-
activated protein kinase–activating death domain–containing protein (MADD)
Fig. 2. Effect of p53 depletion on the transcriptional response to IR. Expres-
sion of IR-induced genes using RNA-seq in control or p53-deficient CAL51
cells at 0, 4, or 8 hours after irradiation.Geneswere subjected to cluster anal-
ysis to delineatedmajor kinetic patterns of expression andp53dependence.
Data are the mean expression of the total genes in each cluster (n) ± SD.
Expression of each gene was standardized to mean = 0 and SD = 1 before
clustering; the y axis represents standardized values. The list of genes is
provided in table S5.
Fig. 3. Effect of ATM inhibition on the IR-induced transcriptional response.
(A) Expression microarrays were used to profile the transcriptional response
to IR in CAL51 control cells (5 Gy, 4 hours after irradiation), and in CAL51
cells treated with ATM inhibitor, or small interfering RNA (siRNA) against
p53 or green fluorescent protein (GFP).One hundred twelvegeneswere sig-
nificantly inducedby IR in control cells (t test; FDR=1%). Boxplots show fold
change distributions in the expression in irradiated versus nonirradiated
samples from three independent replicates. ***P < 1.0 × 10−19 (P = 1.0 ×
10−29 for the effect of ATM inhibition and P = 7.9 × 10−20 for the effect of
p53 knockdown, Wilcoxon test). (B) qRT-PCR validation of the ATM- and
p53-dependent response for 13 IR-induced genes.
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(26), and thus may function as an adaptor protein in cell death–related
signaling processes; PHLDA3, which encodes a repressor of Akt, a major
prosurvival kinase (27); the genes encoding theF-boxproteinsFBXO22and
FBXW7, subunits ofSCFubiquitin ligase complexes;RNF19B, encoding an
E3 ubiquitin ligase; DCP1B, encoding an RNA decapping enzyme; and
DDIT4, encoding an inhibitor of signaling associated with mammalian
target of rapamycin (mTOR).

IR-induced expression of long noncoding RNAs
An important, recently identified class of transcripts is long noncoding
RNAs (lncRNAs). lncRNAs contain at least 200 nucleotides and, similar
to mRNAs, contain a 5′ cap and a 3′ polyadenylate [poly(A)] tail. Thou-
sands of lncRNA genes were recently reported in humans and mice. Evi-
dence suggests that lncRNAs play substantial regulatory roles in diverse
biological processes, such as transcriptional regulation, genetic dosage com-
pensation, cell cycle regulation, and development [for a recent review, see
(28)]. Certain lncRNAs function in recruitment of protein complexes to
chromatin, or to act as scaffolds or decoys. However, the mode of action
of most lncRNAs remains to be disclosed (28–30). Our RNA-seq data set
detected the expression of 379 transcripts annotated as lncRNAs. Eight
lncRNAs were significantly induced by IR (Fig. 4A and table S7).

Remarkably, induction of all eight lncRNAs by IR was markedly atten-
uated in p53-deficient cells (table S7). We validated the p53-dependent in-
duction of three lncRNAs using qRT-PCR (Fig. 4B). Notably, the transcription
of the lncRNA RP3-510D11.2 was initiated from the same promoter that
regulates the production of the primary transcript of the microRNA miR-34a—
another IR-induced transcript. This promoter is thus bidirectional and en-
codes two different types of noncoding RNAs in opposite directions (fig.
S3A).LINC00086 is another lncRNAthat is inducedby IR in ap53-dependent
manner (Fig. 4B). Also notably, this lncRNA is strongly induced byNutlin-3a,
a potent inhibitor of mouse double minute 2 homolog (MDM2), a ubiquitin
E3 ligase that targets p53 (31). Another IR-induced lncRNA that we vali-
dated has not yet been annotated. This transcript is about 2 kb long and is
encoded by a locus on chromosome 9q34 within a genomic region that is
highly enriched for active regulatory elements, according to the ENCODE
project (fig. S3B).We presume that this noncoding transcript belongs to the
family of enhancer RNAs (eRNAs) (32). Recently, a p53-regulated eRNA
was demonstrated to be required for the activation of downstream p53 target
genes (33).

In addition, although standard RNA-seq does not measure the ex-
pression of mature microRNAs (miRs) because of their small size, we
did detect p53-dependent induction of the pre-mRNA of miR-34a (fig.
S3A). miR-34a was the first miR identified as a p53 target and was re-
ported to enhance p53-mediated induction of apoptosis (34, 35).

Identification of direct p53 targets and determinants of
p53-binding outcomes
The predominance of p53 in IR-induced transcriptome dynamics could be
manifested through both direct and secondary p53 target genes. We applied
ChIP-seq analysis to identify direct p53 target genes in this extensive p53-
dependent network (Fig. 5A), and identified 1830 IR-induced p53-binding
events across the genome [false discovery rate (FDR) = 5%]. Linking a p53-
binding site with its putative target gene [on the condition that the site was
located between 15 kilobase pairs (kbp) upstream of the gene’s transcription
start site (TSS) and the gene’s transcription end site (TES)] resulted in 1115
p53-binding sites associated with 982 putative target genes (table S8A).
De novo motif analysis showed that these sites were significantly enriched
for the well-documented p53-binding motif (fig. S4A). We next integrated
theRNA-seq andChIP-seq results. TheRNA-seq data detected the expression
of about 18,000 genes, of which 807 (4.7%) were identified by ChIP-seq as
p53 targets. Notably, p53 target genes were significantly enriched among
the IR-induced genes: of the 299 induced genes at 4 hours after IR, 138
Fig. 4. IR-induced lncRNAs. (A) Example of the IR-induced lncRNA LINC00086 detected by RNA-seq in CAL51 cells after irradiation. (B) qRT-PCR assess-
ment of theeffect of p53 knockdownon the IR-inducedexpressionof lncRNAs inCAL51cells. Data aremeans±SEMof independent triplicate. ***P<0.0001,
one-tailed t test.
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genes (46%) were detected by ChIP-seq as p53 targets (about 10-fold en-
richment) (Fig. 5B and table S8B). Similar enrichment was observed for
the genes induced at 8 hours (fig. S4B). In sharp contrast, the set of IR-
repressed genes, whose repression was largely p53-dependent, was not
enriched for p53 targets (Fig. 5B and fig. S4B), indicating that most of
the genes repressed in a p53-dependent manner were not direct targets of
p53, and their response was probably mediated by transcription regulators
whose genes could be p53 targets. We identified six genes encoding
transcription factors among the IR-induced p53 direct targets, and validated
two of them, E2F7 and FOSL1, at both the mRNA and protein levels (fig.
S5, A and B). E2F7, the gene which was recently identified as a direct
p53 target (36), is an atypical member of the E2F family of transcription
factors. It binds and represses a multitude of cell cycle genes to promote
cell cycle arrest and limitmalignant transformation by enhancing oncogene-
induced senescence (36, 37). FOSL1 is a member of the FOS family of
transcription factors, whose role in the DDR is still unclear. Notably, IR-
induced p53 binding was also detected near the promoters of five of the
eight IR-induced lncRNAs, flagging them as newly identified p53 direct
target genes in the DDR (fig. S4C and table S7). Despite the significant
enrichment for direct p53 targets among the IR-induced genes, most
(about 85%) of the p53 targets that were detected using ChIP-seq did not
respond to IR (Fig. 5B). For example, the expression of only about 20% of
p53 target genes was induced by more than 1.41-fold (corresponding to
0.5 on the log2-scaled x axis in fig. S6A). Two factors significantly cor-
related with the actual responsiveness of p53-binding genes: the strength
of p53 binding as reflected in themagnitude of p53-binding peaks, where
responding genes were associated with significantly stronger p53 binding
(Fig. 6A), and the distance between the p53-binding site and the TSS of
the target gene, which was significantly shorter in the responsive genes
than in the nonresponsive ones (Fig. 6B and fig. S6B).

The NF-kB component of the IR response
The small p53-independent gene cluster contained several genes that en-
code key players in the NF-kB pathways (cluster 4 in Fig. 2A). ChIP-seq
analysis of IR-induced genomic binding of the RelA subunit of NF-kB
identified 1511 such events (FDR = 5%). These IR-induced RelA binding
sites were associated with 807 genes (table S9A). The corresponding
binding regions were significantly enriched for the NF-kB binding signa-
ture (fig. S7A). Whereas the extent of IR-induced binding of RelA across
the genome was generally similar to that observed for p53, its effect on tar-
get gene expression was much lower. Only 12.4% (37 genes) of the IR-
induced geneswere detected as functionalRelA targets (table S9B).Although
this represents a threefold enrichment of RelA targets among the IR-induced
genes (fig. S7, B and C), this enrichment was considerably lower than that of
p53 targets (46% of the IR-induced genes at 4 hours after irradiation were
detected as direct p53 targets). Significantly, 67% (12 of 19 genes) of the
cluster of p53-independent IR-induced genes were detected as direct RelA
targets (fig. S7D), demonstrating the role of NF-kB in the induction of this
response. In contrast to the p53-dependent induction of proapoptotic genes,
this cluster contained twogenes,BIRC3 andTNFAIP3, encoding antiapoptotic
proteins. Baculoviral IAP repeat–containing 3 (BIRC3) is an E3 ubiquitin
ligase that targets caspase 3 and caspase 7 and the TNF receptor–associated
Fig. 5. p53 targets identified using ChIP-seq. (A) Integrated
image of CDKN1A RNA-seq and p53 ChIP-seq data at the in-
dicated time points after IR. (B) RNA-seq of fold change in ex-
pression of genes (dots) after IR. Targets of p53 identified
through ChIP-seq are red. As in Fig. 1B, responsive genes ex-
hibiteda fold change induction in expression4hours after IRat
least 2.5-fold the SD (dashed blue lines). Of the 299 induced
genes at 4 hours after IR, 138 genes (46%) were detected by
ChIP-seq as p53 targets (about 10-fold enrichment; P< 10−99,
tail of hypergeometric distribution). Data are representative of
two experiments.
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factors TRAF1 and TRAF2, accounting for BIRC3-mediated inhibition of
apoptotic signals (38, 39). TNFa-induced protein 3 (TNFAIP3) protects
cells from TNF-induced apoptosis by disrupting the recruitment of the
death domain signaling molecules TRADD [TNF receptor superfamily 1A
(TNFRSF1A)–associated death domain] and the kinase RIP (receptor-
interacting protein) to the TNF receptor signaling complex (40, 41).

The NF-kB–induced gene cluster exhibited rapid induction promptly
followed by a decline (cluster 4 in Fig. 2). We validated this kinetic pattern
using qRT-PCR applied to four known NF-kB target genes (fig. S7E). No-
tably, a similar kinetic pattern was previously observed for NF-kB targets in
activated macrophages (42). In macrophages, activating transcription factor
3 (ATF3) was identified as a transcriptional repressor that mediated the rap-
id decline in expression of NF-kB target genes after their induction by im-
mune stimulation. ATF3 expression was also strongly induced in our data
set (fig. S7F), suggesting that the NF-kB–ATF3 regulatory module is acti-
vated by various stresses (fig. S7G).

Dynamics of histone marks
Because regulation of transcription involves dynamicmodulation of histone
PTMs, we examined the effect of IR on two key histone modifications: tri-
methylated andmonomethylated histoneH3Lys4 (H3K4me3 andH3K4me1,
respectively). The former marks active promoters, whereas the latter marks
enhancer regions (43, 44). Using ChIP-seq, we profiled H3K4me3 in ir-
radiated and control cells. When these results were integrated with our
RNA-seq data, the extent of H3K4me3 at gene promoters indeed correlated
with gene expression (fig. S8). IR-induced gene activation was also asso-
ciatedwith increasedH3K4me3 downstream of the TSS (Fig. 7A). Because
we found that the transcriptional response to IR in CAL51 was primarily
ATM-dependent, we examined how the dynamic modulation of H3K4me3
in promoters of IR-induced genes was affected by treatment with the ATM
inhibitor KU-55933. ATM inhibition abolished the IR-induced increase in
H3K4me3, suggesting that epigenetic modulation at IR-activated promoters
is regulated by ATM (Fig. 7, B and C).
To examine epigenetic modulation of enhancer signals, we profiled
H3K4me1 in irradiated and unirradiated cells. Notably, this enhancer mark
was elevated in a region spanning several hundred base pairs surrounding
IR-induced p53-binding sites, and this increased signal was pronounced in
cells even before exposure to IR. Furthermore, the H3K4me1 signal was
decreased after IR at the location of p53-binding sites (Fig. 8, A and B).
This decrease in H3K4me1 probably reflects nucleosome displacement as-
sociated with the IR-induced binding of p53 to these enhancer regions.
H3K4me1 dynamics at p53-binding sites was ATM-dependent (Fig. 8C),
similar to that of H3K4me3.

We then examined the profiles of these histone marks at TSSs of the IR-
induced lncRNAs that we had validated. A strong H3K4me3 signal was
detected at the bidirectional IR-induced promoter from which the lncRNA
RP3-510D11.2 and the primary miR-34a transcripts are divergently tran-
scribed (fig. S9A).Notably, a 3-kbgenomic region spanning the nonannotated
IR-induced lncRNA on chromosome 9q34 was strongly enriched for the
H3K4me1 signal (fig. S9B), further suggesting that this transcript is an eRNA.

Comparison between RNA-seq and
expression microarrays
Here, we used both expression microarrays and RNA-seq to profile cellular
responses to IR. Overall, there was a high correlation between gene expres-
sion estimates obtained by these two technologies, except for the lowly
expressed genes (fig. S10A). Sensitivity in detection of lowly expressed
genes is a major advantage of RNA-seq (45). Consequently, RNA-seq de-
tected a considerably higher number of IR-responsive genes compared with
the microarrays (fig. S10B). Notably, IR-induced genes identified solely by
RNA-seq were characterized by lower transcript abundance compared with
those identified by both technologies (fig. S10, C andD). In addition, RNA-
seq has a prominent advantage of not being biased toward preselected genes
and therefore capable of detectingnovel transcripts.Our identificationof lncRNAs
that were induced by IR in a p53-dependent manner is a typical example.

DISCUSSION

In the past decade, many studies used expression microarrays to examine
transcriptional responses toDNAdamage (46–48). Here, we appliedmainly
RNA-seq, and to a lesser extent expression microarrays, to examine the IR
response in CAL51 cells.

Our results highlight the predominance of the ATM-p53 axis in regulat-
ing the transcriptional response to IR. The ATM-dependent activation and
stabilization of p53was one of the early signaling pathways to be discovered
in the IR response (49, 50), and p53was the first documented physiological
target of ATM in the cellular response toDSBs (51, 52). ATM regulates p53
by phosphorylatingmanyother proteins aswell, forming a network thatme-
ticulously fine-tunes p53 activity and abundance [reviewed by (13)]. Inview
of the marked dominance of p53 in the IR-induced modulation of gene ex-
pression reflected in our data, it is not surprising that p53 is regulated by
ATM with such care and delicacy. Integration of our RNA-seq and p53
ChIP-seq data sets enabled us to classify the genes that responded to IR
in a p53-dependent manner as direct or secondary p53 targets, and we con-
clude that about 50% of the genes induced in a p53-dependent manner were
directly regulated by p53. It is important to note that this estimate is a lower
boundary for the true proportion of direct p53 targets among the IR-induced
genes because we associated p53-binding sites with putative targets only if
the siteswere located nomore than 15 kb upstream to the TSS, or within the
regulated gene. Notably, p53 was shown to regulate gene expression while
binding to enhancer regions up to several hundred kilobases from the
corresponding TSSs (33). In sharp contrast to the significant enrichment
of p53 direct targets among IR-induced genes, only a few IR-repressed
Fig. 6. Factors affecting the responsiveness of p53 targets. (A) Comparison
of the extent of p53 binding, indicated by ChIP-seq peak intensity to p53 tar-
get genes that did or did not respond to IR.P=3.4×10−20,Wilcoxon test. (B)
Comparison of the location of p53-binding sites with respect to the TSS in
p53 target genes that were induced by IR and in those that were not. P =
9.8 × 10−18, Wilcoxon test. Data show the distribution of binding intensity
(A) or distance (B).
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Fig. 8. Alterations in H3K4me1 signal in response to IR. (A) Data are the
mean H3K4me1 signal from all p53-binding regions detected by ChIP-
seq in unirradiated or irradiated CAL51 cells. (B) ChIP-seq for the bind-
ing of p53 to the RP1183N9.5 enhancer alongside H3K4me3 detection
at the enhancer in response to IR. (C) Similar experiment and analysis as
in (A), cells were treated with the ATM inhibitor before irradiation.
Fig. 7. Alterations in H3K4me3 in response to IR. (A) H3K4me3 signals
at the promoters of IR-induced genes quantified in unirradiated cells
and 4 hours after irradiation as a function of the distance (base pairs)
between the signal and the TSS. Data show the mean pattern of the
top 50 IR-induced genes. (B) Similar analysis as in (A) in the presence
of the ATM inhibitor KU-55933. (C) RNA-seq for the expression of
GDF15 and H3K4me3 detection in the GDF15 promoter in response
to IR.
www.SCIENCESIGNALING.org 13 May 2014 Vol 7 Issue 325 rs3 7
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genes were direct p53 targets, at numbers not exceeding our FDR.
Nevertheless, IR-induced gene repression was largely p53-dependent.
Our conclusion is that, as opposed to p53-mediated up-regulation, p53-
dependent gene repression is mostly indirect and carried out by p53-
dependent regulators. The functional enrichment of the repressed group
for cell cycle– and DNA replication–enhancing genes suggests that, in ad-
dition to the extensively characterized cell cycle checkpoint mechanisms
that act at the protein level (53), the temporary cell cycle arrest that is critical
for cell survivalwhile DNA repair takes place is maintained also at the tran-
scriptional level.

Although the enrichment of p53 target genes among the IR-induced
genes was remarkable, our analysis shows that most of the IR-induced
p53-binding events were not associated with modulation of the expression
of the corresponding genes. The high sensitivity of ChIP-seq reveals abun-
dant binding of p53 throughout the genome [(54, 55) and this study], as is
true for other transcription factors (56, 57). However, not all transcription
factor binding events are productive.With regard to p53, our analysis pointed
to two factors that determine the degree of this productivity: the affinity of
p53 binding and the distance between p53-binding sites and the TSSs. Pre-
sumably, binding of various cofactors and p53’s rich and dynamic PTM
repertoire are other important determinants of the outcome of p53 binding
(58–60). IR is a central cancer treatment modality aimed at depriving tumor
cells of their reproductive capacity. This can occur through alternative
routes, including induction of apoptosis, senescence, or “mitotic catas-
trophe,” all of which can be invoked in response to DSBs inflicted by IR
(61–63). The IR-induced p53 targets in our study were highly enriched
for apoptotic genes, highlighting the role of p53 in activating programmed
cell death in damaged cells and reflecting its critical role as guardian against
tumorigenesis. This critical process is compromised by the loss or in-
activation of p53 in a large proportion of tumors. Evidence suggests that
in solid tumors that harbor mutated p53, mitotic catastrophe takes over
and becomes the major form of cell death induced by radiotherapy (61, 64).
Yet, a substantial portion of tumors do harbor functional p53, and enhancing
p53 activity is an important goal in the treatment of patients with such tu-
mors (65). An example is Nutlin-3, a small molecule that interferes with the
interaction of p53with its major E3 ubiquitin ligase,MDM2 (66). The other
pivotal transcription factor that regulated the transcriptional response to IR
in our study is NF-kB, whose activation in response to DSB induction is
also ATM-dependent and carried out by an ATM-controlled loop involving
several proteins [reviewed in (67)]. Contrary to the functional enrichment of
proapoptotic genes in the p53-dependent clusters, the NF-kB–mediated
response contained several key antiapoptotic genes. The concomitant
up-regulation of genes involved in these opposing processes, each of which
is regulated by a different ATM-activated transcription factor, is interesting.
Because our study was carried out on a population of irradiated cells, we
cannot tellwhether these opposing effectorswere induced simultaneously in
the same cells, or whether different cells activated different responses, prob-
ably in relation to the extent of damage inflicted upon their genome. Emerg-
ing technologies for transcriptional profiling in single cells should answer
this question. Transcriptional modulation is associated with marked chro-
matin reorganization and associated dynamics of histone PTMs (68). This
dynamics is observed as soon as transcription factors bind to their cognate
sites. It was recently shown that in the absence of stress, p53 is already as-
sociated with its binding sites within the promoter of the p21-encoding
genewhile that genomic region is still nucleosomal. Upon stress, nucleo-
somes are lost from that region in a p53-dependent manner (69). With
custom DNA microarrays, it was similarly observed that, unlike other
transcription factors that bind preferably to regions with low nucleosome
occupancy, p53 can bind chromatin domainswith high intrinsic nucleosome
occupancy, and when those domains are activated, nucleosomes are dis-
placed from the binding sites (70). Our ChIP-seq analysis of H3K4me1—a
marker of enhancers—reflects this phenomenon on a genomic scale. Bind-
ing of p53 to its cognate binding sites produced a clear dip in the H3K4me1
signal. Inhibition of ATM blocked p53 activation and completely abolished
the alterations in H3K4me1 signals at p53-bound enhancers.Modulation of
gene expression is a major component of the DDR. Our data delineate dif-
ferent components of the extensive transcriptional response to DNA dam-
age and highlight its major regulators and their numerous target genes. A
recent study undertook an integrated analysis of transcriptomic and phos-
phoproteomic data to construct a global kinase transcription factor net-
work in the DDR in yeast (16). Our results show that in human CAL51
cells, the transcriptional response is transmittedmainly through three proximal
players: the ATM protein kinase and two downstream transcription factors,
p53 and NF-kB. Plausibly, additional protein kinases and auxiliary factors
downstreamof these three players are required for this process (71). Further-
more, recent genomic profiling ofDNAdamage–induced p53binding dem-
onstrated that it is affected by cell type and type of DNAdamage (54, 55, 72).
It will be interesting to compare data sets obtained in different combinations
of cells and DNA damaging agents using the methodology applied in this
study, and identify the common core group of genes that respond to DNA
damage and those that are cell type–specific.
MATERIALS AND METHODS

Cell line and radiation treatment
CAL51 cells were grown in Dulbecco’s modified Eagle’s medium supple-
mented with 10% fetal bovine serum, and maintained in a humidified, 5%
CO2 atmosphere at 37°C. Cells were irradiated at a dose rate of 1 Gy/min
with an MG-165 ion chamber (Philips). After irradiation, cells were incu-
bated for selected time periods at 37°C. Mock-treated controls were
handled identically, excluding irradiation.

TP53 knockdown and ATM inhibition
TP53 knockdown was obtained with ON-TARGETplus SMARTpool siRNA
(Thermo Scientific Dharmacon). ON-TARGETplus siRNA duplex de-
signed against the GFP protein served as negative control. The effectiveness
of the knockdown was assessed by measuring both p53 mRNA and protein
abundance with qRT-PCR and Western blotting, respectively. Sequences of
RT-PCR primers are provided in table S10. Inhibition of ATM was carried
out with the chemical inhibitor KU-55933 (Tocris Biosciences) (73).
CAL51 cells were incubated with the ATM inhibitor to a final concentration
of 10 mM for 1 hour before irradiation.

RNA isolation
Total RNA was extracted from cells with the RNeasy Plus Mini kit in
combination with QIAshredder columns (Qiagen). The integrity of the
RNA was assured with gel electrophoresis and on a Bioanalyzer.

RNA library construction and sequencing
RNA libraries were prepared following a protocol preserving the strand
information (74). Poly(A)+ selection was applied to 500 ng of starting total
RNA. Library complexities were checked before sequencing. Paired-end
sequencing of the resulting strand-specific libraries was carried out with
2x51 cycles on a HiSeq 2000 instrument (Illumina).

ChIP, library construction, and sequencing
ChIP was performed with 25 million formaldehyde–cross-linked cells for
transcription factor analysis and 10 million cells for histone modification
analysis, as described before (75). After cell lysis, the nuclei were collected
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and sonicated in a water bath sonicator (Diagenode Bioruptor) to shear the
chromatin to a final size of 200 to 500 bp. The sonicated chromatin was
cleared by centrifugation for 10 min with 10,000g, and 50 ml of chromatin
was reserved as input sample for later DNA purification in parallel with the
ChIPDNA. The cleared chromatin was incubated overnight at 4°Cwith the
respective well-characterized ChIP-grade antibody, namely, mouse mono-
clonal anti-human p53 (DO-1, BD Pharmingen, 554293, 10 mg), rabbit
polyclonal anti–NF-kB p65 (C-20X, Santa Cruz Biotechnology, sc-372,
10 mg), rabbit polyclonal anti-H3K4me1 (Abcam, ab8895, 5 mg), and rabbit
polyclonal anti-H3K4me3 (Abcam, ab8580, 5 mg). After addition of protein
Gmagnetic beads (Invitrogen) and twomore hours of incubation at 4°C, the
beads were washed and the DNAwas eluted, reverse–cross-linked, digested
with ribonuclease (RNase) A and proteinase K, phenol-chloroform–
extracted, and purified by precipitation with Pellet Paint (Novagen, 69049-
3) as carrier. The input DNAwas purified in parallel. The input and ChIP
DNAs (5 ng for transcription factor ChIPs, 20 ng for histone modification
ChIPs) were used for preparation of sequencing libraries according to the
manufacturer’s instructions for the Genome Analyzer GAII instrument
(Illumina). After DNA purification with the DNAClean & Concentrator-5
kit, the DNA libraries were separated on 2% agarose TAE gels. The 150- to
250-bp fragments were excised from the gel on a Dark Reader (Claire
Chemical Research) and purified with a Qiagen MinElute Gel Extraction
Kit. Sequencing was performed on a Genome Analyzer GAII instrument
(Illumina) with 36 cycles.

qRT-PCR analysis
Comparisons of the ChIP enrichments and input DNAwere calculated from
qRT-PCR results as fold enrichments according to the DDCt method (76).
PCR was performed in triplicate using SYBR Green (Applied Biosystems)
with ChIP (20 pg/ml) or input DNA and a final primer concentration of 750
nM. Detection primers for known genomic target regions were as follows:
MDM2 (a target of TP53), 5′-CGTTCCGAAACTGCAGTAAA-3′ (for-
ward) and 5′-CAGCTGGAGACAAGTCAGGA-3′ (reverse); ICAM1 (a
target of RelA), 5′-GCCGCCCGATTGCTTTAG-3′ (forward) and 5′-
GCTGCAGTTATTTCCGGACTG-3′ (reverse); and CDKN1A (for
H3K4me1 and H3K4me3), 5′-TGCGTTCACAGGTGTTTCTG-3′ (for-
ward) and 5′-CACATCCCGACTCTCGTCAC-3′ (reverse). Control pri-
mers for background correction were as follows: interleukin-4 (control),
5′-CAAGATGCCACCTGTACTTGGA-3′ (forward) and 5′-CCA-
CAGGTGTCCGAATTTGTT-3′ (reverse).

Analysis of deep sequencing data
For RNA-seq, sequenced reads were aligned to the human genome (hg19)
with TopHat (77). Gene expression was calculated with HTSeq (78) to
count the number of reads that map to each gene, followed by quantile nor-
malization to normalize between different samples. Gene annotations were
downloaded from Ensembl. For ChIP-seq, sequenced reads were aligned to
the human genome (hg19)withBowtie (79). IR-induced transcription factor
binding sites (IR-induced peaks) were detected with the CisGenome
package (80), with the unirradiated sample as control. De novo sequence
motif analysis was carried out with MEME (81) and Amadeus (82).

Analysis of gene expression microarray data
Dense-kinetic expression profiling of CAL51 response to IR (0, 2, 4, 6, 8,
10, 12, and 24 hours) was performed with Affymetrix HuGene-1_0-st_v1
microarrays. Data were preprocessed with RMA (83) implemented in the
Affymetrix Console tool. Effects of ATM inhibition and p53 silencing on
CAL51 transcriptional response to IR were probed with Illumina BeadArray
chips in independent triplicate and analyzed with Bioconductor’s beadarray
package (84). Cluster analysiswas performedwith theCLICK algorithm (85)
implemented in EXPANDER (86). GO enrichment analysis was performed
with DAVID (87). Pathway analysis used SPIKE (88).

Quantitative RT-PCR
For SYBR Green qRT-PCR analysis, complementary DNA (cDNA) was
produced from 10 mg of total RNAwith SuperScript II RNase H Reverse
Transcriptase (Life Technologies) in the presence of oligo(dT)15 primer
(Promega) and random primers mix (Life Technologies) in a total volume
of 40 ml. qPCRwith POWER SYBRGreen PCRmaster mix (Applied Bio-
systems) was performed with ABI PRISM 7900HT sequence detection sys-
tem (Applied Biosystems). The comparativeCt method was used to quantify
transcripts and was measured in triplicate. qPCR primers were designed with
the software Primer Express 2.00 on the basis of published sequence data
from the National Center for Biotechnology Information database. All assays
were carried out in triplicate, and three independent experiments were per-
formed to verify reproducibility. Results were normalized against human
TBP expression in each of the samples. For qRT-PCR, we used Custom
TaqMan Array 96-well Fast Plates (Applied Biosystems), in which each
well contained a TaqMan Gene Expression Assay to a different gene. Each
assay contained gene-specific primers and a 6-FAM dye-labeled TaqMan
MGB probe. We used a plate format of six sets containing 1 manufacturing
control (18S ribosomalRNA)and15gene expression assays listed, 2ofwhich
were endogenous controls (Hu-HPRT1 andHu-TBP), and the remaining 13
were target genes: AEN-Hs00224322_m1, ANKRA2-Hs01067059_m1,
DCP1B-Hs00398931_m1, DDIT4-Hs01111686_g1, FBXO22-
Hs00201796_m1, FBXW7-Hs00217794_m1, HPRT1-Hs99999909_m1,
LRDD-Hs00388035_m1, NOTCH1-Hs01062014_m1, PHLDA3-
Hs00385313_m1, PMAIP1-Hs00560402_m1, PRDM1-Hs00153357_m1,
RNF19B-Hs00415359_m1, SERTAD1-Hs00203547_m1, TBP-
Hs99999910_m1, and 18S- Hs99999901_s1. In each plate, we tested three
different cDNA samples, each one in 32 wells; thus, each genewas assayed
in duplicate. Amplification was carried out with ABI StepOnePlus PCR Sys-
tem along with TaqMan Fast Universal PCR Master Mix and optical Fast
thermal cycling plates (Applied Biosystems; for fast cycling). Each well of
the TaqManArray Plate was reconstituted with a mix of the Fast PCRmaster
mix anda cDNAsample (40ng) to a final volumeof 10ml. PCRwasperformed
as follows: 50°C for 2min, 95°C for 20 s, followed by 45 cycles at 95°C for 3 s
and 60°C for 30 s. The data were analyzed with ABI StepOne software.

Western blotting analysis
Equal amounts of protein from cell extracts were separated with 10%
SDS–polyacrylamide gel electrophoresis. Proteins were transferred to
nitrocellulose membrane by the electroblot technique. Blots were incu-
bated with the suitable antibodies. Human p53 monoclonal antibody
(DO-1), human p21 (H-164) antibody, human E2F7 antibody, and hu-
man HSC-70 (B-6) antibody were obtained from Santa Cruz Biotech-
nology Inc.; human phosphorylated p53 antibody (phospho-p53-Ser15)
and human phosphorylated ATM antibody (phospho-ATM-Ser198) were
obtained from Cell Signaling Technology Inc.; human ATM antibody
(Mat3) was produced by Sigma-Aldrich; human phosphorylated KAP1
antibody (phospho-KAP1-Ser824) was obtained from Bethyl Laboratories
Inc.; human FRA-1 antibody was obtained from R&D Systems; and human
RelA subunit of NF-kB (p65) antibody was obtained from BioVision Inc.
Horseradish peroxidase–conjugated antibodies (Jackson ImmunoResearch
Laboratories Inc.) were used for detecting the antibody binding.

Cell cycle analysis
Flow cytometry analysis was carried out with a FACSCalibur flow cytom-
eter (Becton Dickinson), and the data were analyzed with FCS Express 4.0
(De Novo Software).
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R E S E A R C H R E S O U R C E
Abstracts
One-sentence summary: Deep sequencing identifies the epigenetic and transcriptional dynamics of the
cellular response to ionizing radiation.

Editor’s Summary:
Seq’ing the Depth of the Radiation Response

The DNA damage response (DDR) is critical to the functional integrity of healthy cells exposed to
environmental radiation, as well as the survival of cancer cells in response to radiation therapy. The DDR
consists of well-characterized protein activation and recruitment pathways that cooperate to repair the dam-
age. Rashi-Elkeles et al. integrated deep sequencing methods to examine the response to ionizing radiation at
the genomic level in breast cancer cells. Their findings provide an extensive profile of the transcriptional
regulation, epigenetic changes, and involvement of new long noncoding RNAs that are central to this cellular
stress response.
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